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Short description: 

Curse of dimensionality occurs in various domains of numerical analysis, machine 
learning, data mining and databases. When the dimensionality of the feature space 
increases, the volume of the space increases so fast that the available data become 
sparse. This sparsity is problematic from many point of views as follows. Statistical 
methods cannot assure statistical significance for their results; Many machine-learning 
algorithms use similarity or distance between objects, which become problematic in high 
dimensional spaces. The training of a model which uses high dimensional feature space 
needs an exponential large data set. 
 
The candidate is supposed to do research on the existing dimensionality reduction 
methods and to give new method for breaking down the high dimension feature space into 
meaningful low dimensional feature spaces and illustrate the benefit of this decomposition 
in different machine-learning tasks. 
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