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Chapter 1

Introduction

The main problem of non-equilibrium statistical physics is the study of the dynamics of inter-
acting particle systems, their behavior in space and time. We can think, for example about
gas molecules in a room, or particles of a flowing fluid. Generally, the size of these systems is
enormous (of order 10%0), thus the task of tracking every single particle is hopeless, even if we
know everything about the microscopic dynamics. There is another, much more effective ap-
proach to this problem: we have to look at the "big picture’, i.e. the macroscopic evolution. This
means that we characterize the state of our system with the local densities of certain physically
relevant conserved quantities (particle number, momentum, energy) and the time-evolution of
these functions, which are usually driven by coupled partial differential equations, gives us the
needed description.

Hydrodynamic limit (hdl) is the device to get these pde-systems from the microscopic dy-
namics via some rescaling of space and time. In the physics literature there are a number of
well-known phenomenological derivations of the hydrodynamic limit for several systems, start-
ing with the classical work of Euler, Navier, Stokes, etc. See e.g. [31], [15]. It is a challenging
and important program of mathematical physics to give mathematically rigorous versions of
these derivations. For completely deterministic systems (e.g. which are governed by Newtonian
mechanics) this is still an unsolved problem. However, if we add some stochastic elements to
the evolution, the problem becomes more treatable (but far from triviall). In the last couple
of decades considerable advances have been made in the theory of hydrodynamic limits for
stochastic systems (see the monographs [32, 13, 6]). Much effort has been made in the analysis
of lattice gas models with conserved quantities (e.g. simple exclusion, zero range, Ginzburg-
Landau models). These can be viewed as an approximation for the deterministic systems,
but they also turn up as models for numerous phenomenona in biology, chemistry and physics
(e.g. deposition and growth models, biological chemotaxis).

In this thesis we prove results for the hydrodynamic behavior of certain one dimensional
lattice models motivated by a conjecture of B. T6th and W. Werner [38]. In the upcoming
sections we provide a brief overview of the thesis, starting with the description of the conjecture.

Next we introduce the considered family of models, sketch our main results and give a short
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description of the method of the proofs.

1.1 Motivation

In [33] B. Téth proved limit theorems about the so-called ’true self-avoiding walk’ which is
a discrete-time random process on Z. The process is a negatively reinforced nearest-neighbor
random walk: if the random walker is at a given lattice point then he chooses to go left or
right in the next step with probabilities depending on the difference of the local times of the
respective neighboring edges, giving more weight to the edge he has visited fewer times. Suppose
the walker puts down a unit brick in each step on the edge he has just jumped through, building
a wall during the course of its walk. Then the height of this wall at a given edge is equal to
the respective value of the local time function and the movement of the walker is governed by
the negative gradient of the wall (he rather goes ’downhill’ than uphill’, going through edges
he has visited rarer).

In [37] the authors constructed a continuous process as a scaling limit of this discrete-valued
process, we can view the process as the continuous-time movement of a particle on R which is
building a wall (its local time) following similar rules as the discrete version. They also proved
that the process obeys some dynamical driving mechanism corresponding to these rules. If we
denote its position at time ¢ by X; and its local time (or the height of the wall) at a time ¢ and
position z by h(t,x) then the movement of the particle is driven by the slope of the wall:

'dXy = —0yh(t, Xy)dt, (1.1)
and the wall is ’built up’ by the presence of the particle:
’Gth(t,x) = 5(Xt — .Z'),. (12)

Of course, these equations do not make sense in this form (hence the inverted commas), but
they can be made rigorous. For the details of the construction and primary properties of
the process we refer the reader to the original paper. We only remark one interesting and
unusual feature: the process X; has the 2/3 scaling: (a=%?X4s,t > 0) has the same law as
(X¢,t > 0). In fact ((a?3Xar, o B3h(a?32),at),t > 0,z € R) has the same joint law as
((X¢, h(z,t)),t > 0,2 € R).

It is natural to consider the case when instead of one particle we have many building the
same wall. Corresponding to the discrete case, in [38] a 1 dimensional particle system with 2
conserved quantities was introduced (the ’bricklayer’ model): we have several particles (brick-
layers) positioned on the lattice sites of Z who are building a wall from unit-bricks piled above
the edges of the lattice. Each bricklayer jumps to a neighboring site with rates depending on
the negative gradient of the wall at its position (with the 'downhill’ jump getting bigger rate
than the 'uphill’ jump) and at each jump a unit brick is deposited to the column above the

respective edge. This way holes in our walls are tend to be filled quickly by the bricklayers. The
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two conserved quantities are the particle number and discrete negative gradient of the wall. In
the next section we will discuss a whole family of similar models in more detail.

In the continuous setting we would get the following picture: a continuously distributed
cloud of particles is building a wall with their movement driven by the slope of the wall. If we
denote the density of the particles at x and time ¢ by p(t,z) and u(t,z) := —0zh(t,z), then
from (1.1), (1.2) and some formal computations we get the following partial differential equation

System:

{Otp—i-@x(pu) = 0, (1.3)

Ou+0zp = 0.

As noted in [38], this pde-system can also be viewed as a general phenomenological descrip-
tion of a deposition/domain growth — or, in biological term: chemotaxis — mechanism: p(¢, z) is
the density of population performing the deposition h(¢,x) is the height of the deposition and

u(t,x) := —9yh(t,z). The physics of the phenomenon is contained in the following two rules:

(a) The velocity field of the population is proportional to the negative gradient of the height
of the deposition. That is, the population is pushed towards the local decrease of the
deposition height. This rule, together with the conservation of total mass of the population

leads to the continuity equation, the first equation in (1.3).
(b) The deposition rate is proportional to p:
8th ~ P, (14)

i.e. the deposition is done additively by the population. This, after differentiating with

respect to x, gives the second equation of (1.3).

In [38] the previously mentioned bricklayer model was derived using formal, non-rigorous
hydrodynamic limit and low density perturbational analysis. It was conjectured there that the
arguments can be made rigorous and should hold for a large class of models with two conserved
quantities. In the paper there were made connections to the Kardar-Parisi-Zhang equation
(KPZ equation) which is one of the most famous models in the physical literature for growing
interfaces (c.f. [12]). It gives a general phenomenological description of a surface growing to
normal direction to its boundary, with a ’tension’ that tries to keep the surface together (fills
the holes quickly). This resembles properties of our growing wall built by the bricklayers. The
KPZ equation itself is (in mathematical sense) an ill-posed non-linear pde with a stochastic

term which takes the following form in one dimension:
Oth = Vh — (0,h)* + W (1.5)

where W = W (t, ) is a space-time white noise.
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Motivated by the KPZ equation we modify rule (b) in the phenomenological description
of the deposition/domain growth mechanism of [38] by adding term proportional to (9,h)? in
(1.4):

Oth ~ p+ v(0:h)?. (1.6)

This means that the deposition is not only done solely by the population, but there is also some
self-generated deposition (in the spirit of KPZ). Differentiating this with respect to = we get
the following pde system instead of (1.3):

1.7
O+ Op(p+yu?) = 0, (L.7)

where v is a real parameter. This is a system of hyperbolic conservation laws with behavior

depending largely on the value of v. Hyperbolicity means that the Jacobian of the pde has two

different real eigenvalues. In sections 3.1 and 3.11 we collect some of the main features of this

system. We only want to note one important property which is true for hyperbolic conservation

laws in general: there is no global strong solution, arbitrary smooth initial conditions yield

shocks in finite time (apart from some very specially prepared initial conditions).

Now we are ready to state the main objective of the thesis:

We want to derive (1.7) as a mathematically rigorous universal low-density hydrodynamic limit

for a large class of one dimensional interacting particle systems with two conserved quantities.
In Section 1.3 we describe in detail the result which treats the previous statement and also

the other results of the thesis. But first, we introduce the models we will work with.

1.2 Models

We consider one dimensional lattice models and in order to keep the state space finite we work
with the discrete tori T" := Z/nZ with n € N. We will denote the continuous torus R/Z by T.
We have a finite local spin state denoted by ) which is the set of the possible observables at a

given site. The state space of the interacting particle system is
Q="
configurations will be denoted by
w = (wj)jern € Q.

The dynamics of our process will be Markovian in continuous time and we only allow elementary
jumps (changes of the configuration) which effect two neighboring sites. If at a given time the
process is in the configuration w, then at sites j, j + 1 the spins wj,w;41 can change to o/, w”

with some rate depending only on wj, wjt1,w’,w”. Thus the dynamics is governed by translation
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invariant local rules. We will consider models with two (discrete) conserved quantity which are

denoted by
(:Q—7Z, n:Q — 7,

we also use the notations (5 = ((w;), n; = n(wj;). We only allow elementary jumps which
conserve the sums ) jern G > jern 1j- This means that if we have an elementary jump which

changes (wj,w;j+1) to (W}, wj, ;) With a positive rate then

G+Gr = GG

nj i1 = M+
The conserved quantities have to be different: we assume that (,n and the constant 1 function
on {2 are linearly independent.

It is easy to see, that (possibly shifting n to be always nonnegative) we can always interpret
our model locally as a growing or decaying wall made by unit bricks piled on the edges of the
lattice and built by bricklayers positioned on lattice sites where 7; is the number of bricklayers
at site j and (; is the difference between the height of the columns on (j — 1, ) and (j,j + 1).
See Figure 1.1. Then an elementary move of the process affecting the sites (j —1,j) corresponds
to one of the following changes:

— a couple of particles jump from j — 1 to j, or vice versa,

— a couple of bricks are deposited on or removed of the top of the column standing on the edge
(G- 1,9),

— a combination of the two previous things.

® ®
V/Q P ® P
f. R ® A
® f. (BN )
® ® e 06 o
[
2 -1 gl 2 2 g1 2
n: 2 1 4 0 2 n: 2 4 1 0 2
& 3041 2 2 1 & 303 0 2 1

Figure 1.1: The picture shows a possible elementary move in the bricklayer setting. 3 particles
jumped from j to 7 — 1 and 2 bricks were deposited on the top of the column standing on

We will also impose some technical, mostly combinatorial conditions on the rate function,

these are described in detail in the respective chapters of the thesis. One of the main consequence
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of these conditions is the existence of a probability measure 7= on S which puts positive weight

on every element of S and for which the measure

"= H T
JjeT™
is stationary for the process on 2. Actually, we will have a whole family of stationary measures
with a similar product structure. Suppose, that (u,v) € D := co{({(w),n(w)) : w € Q} where
co stands for convex hull. D is the so-called physical domain. Then there exists a unique

probability measure 7, , on {2 such that
Eﬂ'u,vC(w) =u, Eﬂ'u,vn(w) =v

and the measure

noo._
Tup i= | | T

JET™
is stationary on Q2".
With the rate function one can easily define the Markov-generator L™ of the process and

because of the nearest neighbor interactions we get that it acts on the conserved quantities as

follows:

L' = —p(wi, wivt) + d(wim1,wi) =1 —d; + di—1,
L™ = —p(wi, wit1) + Y(wim1,wi) =1 = + 1.

The explicitly computable functions ¢, are called microscopic flures and their expectations

with respect to 72, are called macroscopic fluves:

(I)(u7 U) = Ewg U¢(W17 w2)7
U(u,v) := Eﬂi,vw(wl,wg).

As we will see, the macroscopic flux functions ®(u, v), ¥(u,v) will govern the macroscopic evolu-
tion of density-profiles of the conserved quantities. These functions depend on the microscopic
model.

There are several detailed concrete examples of microscopic models in Section 2.4.

1.3 Results

Hydrodynamic limit gives the macroscopic behavior of the density-profiles of the conserved
quantities via some suitable scaling of space and time. The scaling of space will be the same in
all the results of the thesis: we rescale it by n. This means that we represent T" with n sites

on the continuous torus T, with distance 1/n between the neighboring sites.
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There are several heuristical derivations which (formally) yield that under Eulerian scaling
(which means the rescaling of time and space by n) the macroscopic density-profiles of the

conserved quantities (,n evolve according to the equation

(1.8)

o+ 0, ®(u,v) = 0,
O + 0,V (u,v) = 0,

which is usually a hyperbolic conservation law.
This means the following. Suppose that ug(-),vo(+) are real functions on T with (ug(z),vo(z)) €

D for x € T. Fix a microscopic model and take its versions for every n on 2" with space rescaled
by n. Assume that we have initial (random) configurations of our processes such that the den-
sities of (,n approximate the functions ug(+),vo(-). Then letting the systems run up to time nt
the density-profiles of (,n will approximate the functions u(t,-), v(¢,-) which are the solutions
of (1.8) with initial conditions u(0,z) = ug(z),v(0,z) = vo(z). The approximation of a deter-
ministic function by the density-profile can be defined in several ways. A natural definition is

the following weak approximation: for any smooth test function g : T — R
1 . P
¥ 2 9/ [ glaput.o)
jET™ T

1 ] i(n F, z)v(t,z)dz.
¥ 2 oV [ gt

jeT™

(1.9)

Then the (heuristic) result may be summarized the following way: if the previous limits hold
for t = 0 for any test function g then they will hold at any ¢ > 0.

In Chapter 2 we give a rigorous version of this result. There is essentially one robust, model-
independent method for proving hydrodynamic limits which works for hyperbolic interacting
particle systems with two conserved quantities: H.T. Yau’s relative entropy method, introduced
n [41]. For attractive one component systems there exist stronger results (c.f. [26]), but these
cannot be extended to our case. The relative entropy method does not depend much on the
microscopic properties on the model, but this great generality has one drawback: the proof
only works for smooth solutions of the limiting pde. (Smooth actually means some finite
differentiability conditions.) However, as we already mentioned, hyperbolic conservation laws
with generic initial conditions cannot have globally smooth solutions. This means that the
relative entropy method can only apply up to a finite time, before the first appearance of
shocks. Applying Yau’s method we prove that in Eulerian scaling we indeed get the pde (1.8)
as a hydrodynamic limit, at least in the regime of smooth solution (see Theorem 1 in Subsection
2.3.2). The proof follows the standard steps of the relative entropy method, but there is one
novelty. In order to complete the proof, we need some sort of symmetry relation between the
macroscopic fluxes @, U, reminiscent of the Onsager reciprocity relations which can be proved
using the existence of a stationary measure with product structure. This symmetry relation

(see Lemma 1 in Subsection 2.5.2) is an important element of the proof, but also allows us to
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show some interesting (although not surprising) facts about the pde (1.8), for example that it
is indeed (at least weakly) hyperbolic inside the domain D. (Meaning, that the Jacobian can
be diagonalized in a real sense.)

Chapter 3 deals with our main objective, the derivation of pde (1.7) as a universal hydro-
dynamic limit. Using the results of the Eulerian scaling we can give a formal, non-rigorous
derivation the pde:

Suppose that min,esn(w) = 0 (this is a natural assumption if we interpret 7 as the number of
particles at a given site) and that our microscopic model has a left-right reflection-symmetry.
This means, that changing the direction of the lattice, our wall evolves with the same dynamics
(a more precise definition can be found in Subsection 3.2.1). We note that the pde (1.7) has this
reflection-symmetry: if (p(¢,x),u(t,x)) is a solution then so is (p(t, —x), —u(t, —x)). Under the
previous assumptions (and using p instead of the variable v) we get the following asymptotics

for the macroscopic fluxes:

(p,u) = a(p+yu®) (1+O0(p+u?)),
(1.10)
U(p,u) = bpu(l+0(p+u?)),

if p,|u] < 1. Using these asymptotics the pde (1.7) may be derived by perturbing the constant
(0,0) solution of the Eulerian pde

(1.11)

Ou + 0, P(p,u) = 0,
Op + 0:¥(p,u) = 0.

Let po(z) and up(z) be given profiles and assume that p°(t,x), u®(t,x) is a solution of the

Eulerian pde (1.11) with initial condition
p°(0,2) = %po(z), w(0,z) = cup(x).
Then, at least formally, if ¢ — 0
e2p (e ) — p(tyx), e 'u(e Mt x) — ult,z),
where p(t, z), u(t,z) is solution of the pde (1.7) with initial conditions

p(O,IL') :po(.’E), U(O,.’B) :u()(x)

Actually, the constants a,b from the asymptotics also appear in the equation, but they can
be scaled out by simple linear transformations to get (1.7). It is important to note that the
constant v cannot be scaled out of the equations and that is the only trace left of the microscopic
model in the pde-system.

From the perturbational analysis we can guess how we should derive (1.7) as a universal

hydrodynamic limit. Fix a microscopic model with the previous assumptions (minn = 0 and
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reflection-symmetry), a small constant 3 > 0 and suppose that p(¢,z), u(t, x) is solution of the

pde (1.7) with initial conditions

p(0,2) = pola),  u(0,x) = uo(a).

If at time ¢ = 0 the density-profiles of 7, ¢ approximate the functions n=2%pg(-),n Pug(-) then
at microscopic time n'*5t they should approximate the functions n=2%p(t,-), n"Pu(t,-). Note
that this is not Eulerian scaling! In Chapter 3 we give rigorous version of this statement. We
impose some additional technical conditions on our microscopic model and since we apply the
relative entropy method our result holds only in the regime of smooth solutions. There is another
constraint: the proof only works if v > 1. Surprisingly (or maybe predictably) the v = 1 value is
also a turning point in the behavior of the pde-system from the pde point of view (see Subsection
3.1.1). This is a good indication of the fact that the proof is not merely a simple application of
the relative entropy method, but also uses nontrivial elements of pde theory. In order to control
the fluctuations of some terms with Poissonian (rather than Gaussian) decay coming from the
low density approximations we have to apply refined pde estimates, in particular Lax entropies
of these pde systems play a key role in the main part of the proof.

The results of Chapter 3 may be interpreted as the description of the hydrodynamic behavior
for the perturbation of a singular equilibrium point. Indeed, the point (0,0) (around which we

considered the perturbation) is not hyperbolic for the Eulerian pde (1.11), the Jacobian is a

(10)

However, most of the points in D are hyperbolic, thus it is a natural question to ask what

multiple of the matrix

the behavior of the perturbation will be if we perform it around a ’common’ hyperbolic point.
Chapter 4 deals with this question. Applying standard perturbation techniques it can be shown
(at least formally) that small perturbations of the constant solutions of the Eulerian pde (1.8) at
a hyperbolic point (ug,vg) will evolve according to two decoupled partial differential equations
(usually Burgers’ equations). We show, that the hydrodynamic picture follows the formal
perturbation analysis. Take a microscopic model, and fix a small parameter 3 > 0. If the initial
density profiles are perturbations of order n=? of the constant (ugp, vo) profile then rescaling time
by n'*? the evolution of the density profiles are governed by two decoupled equations in the
hydrodynamic limit. See Subsection 4.3.2 for more details and a precise formulation. The proof
is an application of the relative entropy method (thus it only applies in the regime of smooth
solutions) and it also strongly relies on the Onsager-type relations of Lemma 1 of Subsection
2.5.2. The reason for the decoupling of the resulting pde system is the hyperbolicity, basically,
the two different eigenvalues (sound speeds) cause the equations to separate. The result is an
extension of the results of [28] and [34] were the analogue result was proved for one-component

systems.
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1.4 Structure of the thesis

The PhD thesis is based on the three papers [35], [36] and [40] which are contained in Chapters
2, 3 and 4 without significant changes. This means that the respective chapters are more or
less self-contained, but also that there are some overlaps (mainly in the introductions and the
descriptions of the models). The first two papers are joint works with my supervisor Balint
Té6th. [35] has been published, [36] and [40] are submitted for publication. We have another
published joint paper connected to this field: in [34] we give the analogue to the main result
of [40] for one component systems. Since in [40] we use similar techniques in a more complex

setting, we chose not to include the paper [34] in the thesis.



Chapter 2

Onsager Relations and Eulerian
Hydrodynamic Limit for Systems
with Several Conservation Laws”*

We present the derivation of the hydrodynamic limit under Eulerian scaling for a general class
of one-dimensional interacting particle systems with two or more conservation laws. Following
Yau’s relative entropy method it turns out that in case of more than one conservation laws, in
order that the system exhibit hydrodynamic behavior, some particular identities reminiscent
of Onsager’s reciprocity relations must hold. We check validity of these identities whenever a
stationary measure with product structure exists. It also follows that, as a general rule, the
equilibrium thermodynamic entropy (as function of the densities of the conserved variables) is
a globally convex Lax entropy of the hyperbolic systems of conservation laws arising as hy-
drodynamic limit. The Onsager relations arising in this context and its consequences seem to
be novel. As concrete examples we also present a number of models modelling deposition (or
domain growth) phenomena. The fact that equilibrium thermodynamic entropy is Lax entropy
for the arising Euler equations was noticed earlier in the context of Hamiltonian systems with

weak noise, see [21].

2.1 Introduction

We investigate the hydrodynamic behavior of a very general class of one dimensional interacting
particle systems with two or more conserved observables. The systems are not reversible and
the hydrodynamic limit under Eulerian scaling is investigated. We apply Yau’s relative entropy
method and obtain validity of the hydrodynamic limit up to the occurrence of the first shock
wave in the solution of the limiting pde. There is no novelty in the standard steps of the relative
entropy proof, so we only sketch these. The real novelty appears when it turns out that, in case

of more than one conserved quantity, in order to complete the relative entropy proof, a class

*This chapter contains the published paper [35].
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of identities should hold, relating the macroscopic fluxes appearing in the hydrodynamic pdes.
These identities are much reminiscent of Onsager’s reciprocity relations. As far as we know
these relations have not been pointed out in the context mathematically rigorous Eulerian
hydrodynamics. We check the validity of these relations assuming only the existence of a
stationary product measure. As a consequence of the Onsager relations it follows that the
systems of partial differential equations (systems of conservation laws) arising as hydrodynamic
limit are by force of hyperbolic type and the equilibrium thermodynamic entropy of the system
(as function of the densities of the conserved quantities) is globally convex Lax entropy of the
hydrodynamic equations. This fact may be not so surprising, as it is commonly accepted physical
fact. So much so that hyperbolic systems of conservation laws possessing a globally convex Lax
entropy are commonly called of physical type, see [29]. In the context of Hamiltonian systems
perturbed by a weak noise a similar result was established in [21]. Nevertheless, as far as we
know, this fact has not been emphasized in the context of mathematically rigorous derivation of
hydrodynamic behavior. It is worth noting that given a hyperbolic system of conservation laws
the existence of convex Lax entropies is far from trivial: in the case of two component systems
the local existence of convex Lax entropies was established in the very technical work [17]. In
case of more than two components in general the pdes defining Lax entropies are overdetermined,
so in general Lax entropies do not exist at all. It turns out from our result that the hyperbolic
systems of conservation laws arising as hydrodynamic limit are of very special type: they always
possess a globally convex Lax entropy, namely the equilibrium thermodynamic entropy of the
system.

Beside the general framework we also present a number of concrete examples of deposi-
tion models with two conserved quantities to which the general result applies, deriving in this
way systems of pdes (hyperbolic systems of conservation laws) which describe macroscopically
domain growth phenomena in 141 dimension.

Our general results are easily extended to more than one dimensions, however the formalism
becomes more complicated. We were mostly motivated by the (one dimensional) deposition
models presented as concrete examples.

The paper is organized as follows: In section 2.2 we present the general formalism and the
conditions under which the hydrodynamic limit is derived. In section 2.3 we state the main
results of the paper. In section 2.4 we present a number of concrete examples to which the
general framework applies. We hope that the models introduced in this section could be of
interest in the context of deposition/domain growth phenomena. In section 2.5 we sketch the
proof of the main result formulated in section 2.3. The sketchy proof is broken up into several
parts. We only hint at the standard steps of the relative entropy proof, referring the reader
to the original work [41] or the monographs [13] or [6]. The essential parts of this section are
subsections 2.5.2 and 2.5.3 where the Onsager relations and their consequences are derived.
Finally, in section 2.6 we extend the results formulated in the previous sections from two to

arbitrary number of conserved quantities.
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2.2 Microscopic models
2.2.1 State space, conserved quantities

Throughout this paper we denote by T™ the discrete tori Z/nZ, n € N, and by T the continuous
torus R/Z. We will denote the local spin state by €2, we only consider the case when (2 is finite.

The state space of the interacting particle system is
0=l

Configurations will be denoted

w = (wj)jer € Q7

For sake of simplicity we consider discrete (integer valued) conserved quantities only. The two

conserved quantities are denoted by

(:Q—7Z,
n:Q— 7,

we also use the notations (; = ((wj), 7; = n(w;). This means that the sums >, ¢; and >, n;
are conserved by the dynamics. We assume that the conserved quantities are different and

non-trivial, i.e. the functions ¢, 7 and the constant function 1 on €2 are linearly independent.

2.2.2 Rate function, infinitesimal generator

We consider the rate function r :  x Q x Q x Q@ — R;. The dynamics of the system consists

of elementary jumps effecting nearest neighbor spins, (w;, wj+1) — (wj,wj, 1), performed with
. / /
rate T(Wj,w]'+1,wj,wj+1).

We require that the rate function r satisfy the following conditions.
(A) If r(wr,we; wi,wh) > 0 then

((wi) +¢(w2) = ((w

nw) +nws) = ]

+ C(wy),
)+ ?;‘ (2.1)
(B) For every Z € n[min(, max (] NZ, N € n[minn, maxn] NZ the set
ZN = QweQ: ZC]-:Z,ZUJ-:N
JET™ JeT™

is an irreducible component of Q", i.e. if w,w’ € Q% ,, then there exists a series of elemen-

tary jumps with positive rates transforming w into w’.

(C) There exists a probability measure 7 on €2 such that it puts positive weight on every element

of Q and for any wy, we, Wi, wh € O

Q(w1,ws) + Qwa, w3) + Q(ws,w1) = 0,
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where

Qwi,wy) = Y

/ !
wi wheN

{W(w’l)ﬂ(wé)

1 b — o /
W(wl)ﬂ(WQ)T(wl’WQ’wl’WQ) T(thQ,wl,wg)}

For a precise formulation of the infinitesimal generator on Q2" we first define the map @;”/’w”
Q" — Q" for every W', 0" € Q, j € T™
o W' if i=j
(07"w) =S w" if i=j+1
! w; if Q#7754+ 1.
The infinitesimal generator of the process defined on Q" is

Lfw) =Y > rwjwinw, o) (f(0Y w) - fw)).

JET™ W' ,W"eN

We denote by &} the Markov process on the state space 2" with infinitesimal generator L".

Remarks:

(1) Condition (A) implies that 3 (;j and }; n; are indeed conserved quantities of the dynamics,

while condition (B) ensures that there are no other hidden conservation laws.

(2) Condition (B) is somewhat implicit. It seems to us that it is far not trivial (if not impossible)
to formulate explicit conditions involving the rate functions which would be necessary and
sufficient for irreducibility. However, in the concrete examples treated in section 2.4 one

can easily check that irreducibility holds.

(3) On a concrete model condition (C) is quite hard to check. Sometimes it helps to check the

following stronger condition:
(C’) There exists a probability measure 7 on € such that for any wy, we, W}, wh € Q
(w17 (we)r(wr, wa; Wi, wh) = m(wh)m(w))r(wh, wl; wa, wr).
Also, if we denote R(w1,ws) := ng,wgeﬁ (w1, wsz; wl,wh) then for any wy,ws,ws € Q
R(w1,w2) + R(wa,ws3) + R(ws,w1) = R(wi,ws) + R(ws,ws) + R(wa,wr).
Of course, this implies condition (C).

(4) Condition (C) implies that the stationary measures of the process A}* are computable and
have the structure required for hydrodynamic behavior. Actually, it is equivalent to the
property that X" has a stationary product measure with identical marginals. See the next
subsection for details. Another consequence of this condition is Lemma 1 which turns out

to be of crucial importance for hydrodynamic behavior.

(4) Conditions (A), (B) and (C) determine the measure m(w) up to an exponential distortion,
that is the probability measures satisfying these conditions are of the form (2.2) of the next

subsection.
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2.2.3 Stationary measures, reversed process

For every 6,7 € R let G(0,7) be the moment generating function defined below:
G(0,7) = log 3 (),
wel
In thermodynamic terms G(6, 7) corresponds to the Gibbs free energy, see [25]. We define the

probability measures

7o, (w) == m(w) exp(6¢(w) + ™(w) — G(0, 7)) (2.2)
on 2.

Using condition (C), by very similar considerations as in [1], [2], [27] or [34] one can show
that for any 6 and 7 the product measure
SIET
JeT™
is stationary for the Markov process on X, on Q" with infinitesimal generator L". We will
refer to these measures as the canonical measures. Since ) ;G and > ;M; are conserved the

canonical measures on {)" are not ergodic. The conditioned measures defined on % 5 by:

1{w e Q%
2N W) =T ZCJ Z,> mj=N _WM){” 7N
J

7T9,T (Q7ZL,N)

are also stationary and due to condition (B) satisfied by the rate functions they are also ergodic.
We shall call these measures the microcanonical measures of our system. (It is easy to see that
the measure 7y \ does not depend on the values of ¢, 7.)

The elementary movements of the reversed stationary process are (wj_1,w;) — (W;_q,w})
with rate r(wj, wj_1; w;-,wé-_l). The reversed generator is

L"fw)= Y > rlw,w " )07 )~ fW).
JET™ W' W"eN

This is the adjoint of the operator L™ with respect to all microcanonical (and canonical) mea-

sures. Le. the reversed process is the same for any 7y _ or 77 .
k) )

2.2.4 Expectations

Expectation, variance, covariance with respect to the measures 73,7 will be denoted by Eg ,(.),
Vary ,(.), Covy ,(.).
We compute the expectations of the conserved quantities with respect to the canonical

measures, as functions of the parameters 6 and 7:

u(d,7) = Eg.( Z (W), (w) = Gy(0, 1),
wel
v(8,7) = Bor(n) =) nw)m(w) = Gp6,7).

wef)
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Elementary calculations show, that the matrix-valued function

u/ ’LL;. G// G//
(4 %)-(G & )-een

is equal to the covariance matrix Covy ,(¢,n) and therefore it is strictly positive definit. It
follows that the function (0, 7) — (u(é,7),v(0, 7)) is invertible. We denote the inverse function
by (u,v) — (0(u,v),7(u,v)). Denote by (u,v) — S(u,v) the convex conjugate (Legendre

transform) of the strictly convex function (0, 7) — G(60,7):

S(u,v) = sglp (uf + vt — G(0,7)), (2.3)
and
D = {(u,v) e Ry xR: S(u,v) < oo} (2.4)

= co{(((w),n(w)) : w € O},

where co stands for convex hull. In probabilistic terms: S(u, v) is the rate function for joint large
deviations of (3_;(j,>-;n;). In thermodynamic terms: S(u,v) corresponds to the equilibrium

thermodynamic entropy, see [25]. If (u,v) is inside the physical domain D, we have

O(u,v) = S, (u,v), 7(u,v) = S (u,v).

9/ 9/ S// Sl/
(7% %)-(% &) =swn

It is obvious that the matrices G” (6, 7) and S”(u, v) are strictly positive definit and are inverse

Let

of each other:
G"(0,7)5" (u,v) =1, (2.5)

where either (0, 7) = (u(f,7),v(0,7)) or (u,v) = (0(u,v), 7(u,v)). With slight abuse of notation
we shall denote: mg(y ) r(uw) = Tuv; Wg(uw) () = vy Bo(uw),r(uw) = Buw, ete.
We introduce the flux of the conserved quantities. The infinitesimal generator L™ acts on

the conserved quantities as follows:

L"G = —p(wi, wit1) + d(wi—1,w;) = —¢i + Pi_1,
L™ = —(wi, wig1) + Y(wim1,w;) =1 —¢; + i1,

where
¢(w17w2) = Z T(Wl,WQ;UJi,Wé)(C(Wé)—C(WQ))
wi WhHEN
= ) r(whwsed,wh)(Clwr) — (),
wi whHEeN (26)
lwnwy) = Y r(wr, weiwh,wh)(n(wh) — n(ws))
wi wheN

= D rwhwsweh) (W) = n(eh)).

/ !
wh whHeN
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We shall denote the expectations of these functions with respect to the canonical measure wa
by

O(u,v) = Eyuu(0)
= ) r(wnweiwh,wh)(C(wh) — ((w2)) (W) T (W),

W1,w2,
AASY
W17w2

U(u,v) = Eyu,(0)
= ) rlwnwewh,wh) ((wh) — n(wa))Tuw(@i)Tuw(ws).

W1,w2,
7o eQ
U.)l,UJQ

(2.7)

The first derivative matrix of the fluxes ® and ¥ will be denoted
o P’ )
D(u,v) := P 2.8
o= ( gt o 2.3

As a general convention, if § : 2™ — R is a local function then its expectation with respect

to the canonical measure 7, , is denoted by

(%

A, 0) =BEuo(@) = > Swi, e wm)Tup(@1) - Tup(wm).

W1 yeeeswWm EQ™

2.3 The hydrodynamic limit

We will show, applying Yau’s relative entropy method, that under Eulerian scaling the local
densities of the conserved quantities u(t, x), v(t, x) evolve according to the following system of

partial differential equations:

{atu—l—&pfb(u,v) =0 (2.9)

0w + 0¥ (u,v) = 0.

It also turns out from our proof (more precisely as a consequence of the Onsager relations proved
in Lemma 1) that the systems of conservation laws (2.9) arising as hydrodynamic limits are nec-
essarily of hyperbolic type and the equilibrium thermodynamic entropy function (u,v) +— S(u,v)
is a (very special) globally convex Lax entropy for the system (2.9). (See [29] or [30] for the pde
notions used.) This may be not so surprising, as it is commonly accepted fact and drops out
automatically, without any computations in some particular model systems investigated so far.
Nevertheless, we have not found a general statement or proof of this fact in the hydrodynamic

limit literature.

2.3.1 Notations

For the proper formulation of our results we need some more notations. Let u(t, x),v(t,z),t €
[0,T],2 € T be a smooth solution of (2.9) (more precisely: let it be twice continuously differen-
tiable in both variables), with (u(0,z),v(0,x)) € int(D) for x € T. (int(D) denotes the inside
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of the domain D.) We shall use the notations

The true distribution of the Markov process X' at macroscopic time ¢, i.e., at microscopic

time nt is
py = pg exp{ntL"}. (2.10)

The true distribution will be compared to the following time dependent reference measure

(also called local equilibrium) on Q":

=] Tty (0,3 (2.11)
jeT™
This measure is not stationary (unless u and v are constant), and the local densities of the
conserved quantities are discrete approximations of the functions u(t, x), v(t, x).

We shall use a stationary measure 7" := 7, on 2" as an absolute reference measure. The
Radom-Nikodym derivatives of the true distribution and the time dependent reference measure
with respect to the absolute referencee measure are denoted as follows:

duy
= L(w) = exp{ntL™*}hl.
P o= () = exp{neL™ g
dvi

o= (w) (2.12)

dmm

_ H exp{C(w;)0(t, %) + n(wi)7(t, %) - G(o(t, %)m(t, %))}

jemn
2.3.2 The main result

Our aim is to prove that if ) is close to 1y in the sense of relative entropy, then pj' stays close
to v}* in the same sense uniformly for ¢ € [0,7]. If we consider two different pairs of smooth
solutions (u;(t,x),vi(t,x)), i = 1,2 of (2.9) it is a simple exercise to show that the relative
entropy of the two time dependent reference measures is of order =< n. This suggests that one

should prove
H (t) 1= H(u ") = o(n), (2.13)
uniformly for ¢ € [0, 7.

Theorem 1. Consider an interacting particles system model defined as in the previous section
which satisfies conditions (A), (B) and (C). Let ®(u,v) and V(u,v) be defined as in (2.7).

(i) The system of conservation laws (2.9) is hyperbolic in the domain (u,v) € int(D). Further-
more, the equilibrium thermodynamic entropy (u,v) — S(u,v) is a globally conver Lax entropy
for the system (2.9).
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(1) Let [0, T|XT > (t,z) — (u(t,x),v(t,z)) be a smooth solution of (2.9) with (u(0,x),v(0,x)) €
int(D) for x € T. Let pui and v be the measures defined in (2.10), respectively, (2.11). Then,
if (2.13) holds for t = 0 then it will hold uniformly for t € [0,T].

Remark: Part (i) of the Theorem is a commonly accepted fact. In some particular models
investigated it simply drops out without any computation. However, we do not know about

any explicit formulation (or proof) of the general fact stated here.

From part (ii) of the Theorem, by applying the entropy inequality in a standard way (com-
paring the true measure pf with the local equilibrium reference measure v}') one gets the

following corollary:

Corollary 1. Under the conditions of the Theorem, for any t € [0,T], the following limits hold
as n — o0o:

(i) For any smooth test function g : T — R

! ' (1) x)u(t,z) dx
3 a6 [ glaut.a)d.

jeTn

! ] j L X )U X X
n > 9/nm;(t) /Tg( Yo(t, x) d.

jET™

(ii) The asymptotics of the relative entropy of the true distribution uj with respect to the absolute

n

reference measure Ty . 18

n~ H (uf | Toow0) — / (S(u(t,z),v(t,z)) — S(ug,v0)) dz, (2.14)
T
where S(u,v) is the thermodynamic entropy defined in (2.3).

Remarks.
(1) Note that since S(u,v) is Lax entropy of the pde (2.9) the right hand side of (2.14) does not

change in time as long as the solution (u(t,z),v(t,x)) of (2.9) is smooth, and starts to decrease

n

wo.0o) decreases by

when the first shock appears. This means that the relative entropy H (uf |
o(n) before the appearance of the first shock in the system.

(2) A result formally similar to (2.14) for one component systems (in particular simple exclusion
process) was established in [14] for all times - even after the appearance of discontinuities in the
solution of the hydrodynamic pde. In this paper it is also proved that for the simple exclusion
the relative entropy with respect to the local equilibrium measure conditioned on the number

of particles remains o(n) even after appearance of shocks.

2.4 Examples: deposition models

If we fix the size of the spin space, then we have finitely many equations from the conditions on

the rate function, thus we can get a finite-parameter family of models. The smallest value of



28 CHAPTER 2. EULERIAN SCALING LIMIT

|2, for which there exists a proper model is 3, since we need to have two different non-trivial
conserved quantities. We present two concrete examples: one with |Q = 3, one with || =4. A
third example with || = oo, to which Theorem 1 applies with some modifications, is described
in [38].

Our concrete examples are deposition models. 11 : 2 — N, and ¢ : @ — Z. n;, respectively,
(; are interpreted as particle occupation number, respectively, (negative) discrete gradient of
deposition height. The dynamical driving mechanism is such that
(i) The deposition height growth is influenced by the local particle density. Typically: growth
is enhanced by higher particle densities.
(ii) The particle motion is itself influenced by the deposition profile. Typically: particles are
pushed in the direction of the negative gradient of the deposition height.

It is natural to assume left-right symmetry of the models. This is realized in the following

way. There is an involution
R:Q—Q, RoR=1d

which acts on the conserved quantities and the jump rates as follows:

n(Rw) =n(w),  ((Rw) = —((w),

r(Rwa, Rwi; Rwh, Rw!) = r(wy,ws;wi, wh). (2.15)

Both models will also satisfy the stronger condition (C’).
Correspondingly on the macroscopic level we shall use the traditional notation p(¢,x) (in-
stead of v(t, z) of the general formulation) and w(¢, z). The limiting partial differential equations

will be also invariant under the left-right reflection symmetry:
(p(tv $), U,(t, Q?)) = (p(t7 —.’IJ), —U(t, —l’)) .
2.4.1 A model with || =3

The state space is Q@ = {—1,0, 1}. The left-right reflection symmetry is implemented by R : Q —
2, Rw = —w. The two conserved quantities are ((w) = w (the spin itself) and n(w) =1 — |w|
(the number of zeros). (It is easy to see that up to linear combinations these are the only two
conserved quantities we can define on 2.) From condition (A) it follows that r (w1, wa; w],wh) > 0
only if w] = wy and w), = wy. Le. the dynamics consists of exchanges of nearest neighbour
spins. It follows that, without any restriction on the rates, the first part of condition (C’) is
satisfied with any probability measure 7 on ). Our natural parametrization is
l1—ptu
——
with the parameter range {(p,u) : p € [0,1], v € [-1,1], p+ |u| < 1}.

The second part of condition (C’) is fulfilled if and only if

ﬂ'p,U(O) =P, Wp,U(il) =

T(l’ _1; _17 1) - 7"(—1, 1; 17 _1)
= 7"(1,0; Oa 1) - T‘(O, 1; 170) + T(Oa _1; _L 0) - 7"(—1, 0; 0, _1)
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holds. The reflection symmetry condition (2.15) reads
T(lv 0; 0, 1) = T(O’ _1a -1, 0)5 T(07 1a 17 O) = T(_]-a 0;0, _1)

These conditions leave us with

r(l,-1;-1,1) = a, r(—-1,1;1,-1) = 2c+a,
r(0,—1;-1,0) = b, r(=1,0;0,—1) = c+0b,
r(1,0,0,1) = b, r(0,1,1,0) = c+b,

where a,b > 0 and ¢ > max{—b, —a/2} are free parameters. Without loss of generality we may
choose ¢ > 0 (otherwise, rename @ := —w). It is easy to check that condition (B) is satisfied if
and only if (a + 2¢)(b+ ¢) > 0. We are not interested in the ¢ = 0 case, since that defines the
reversible process which would imply diffusive rather than hyperbolic (Eulerian) scaling. By
fixing an appropriate time scale we choose ¢ = 1. It is easy to compute the microscopic fluxes

¢; and 9; given by formula (2.6):

1
¢ = 5 Wi —wir) (W = DI+ wjrr) = 20wjwj1 + 26 (1 +wjwjr1))
2 2 1
vi = (Wi —wi) + 5 (L= wp) (L wjrn) (w5 + wje)

The macroscopic fluxes are computed with formula (2.7. Inserted in (2.9) this leads to the

hydrodynamic equation:

2.16
{ O+ 0z (p+u?) = 0. ( )
This system is known in the pde community as Leroux’s equation. The system has some very
special features: it belongs to the so-called Temple class and it was much investigated. For
details see [29]. Validity of this pde in the hydrodynamic limit up to the occurrence of shocks

follows from our general Theorem.

Remark: It is an easy exercise to see that all models with |Q] = 3 satisfying the general
conditions (A, B, C), without the extra assumption of left-right reflection symmetry, are essen-
tially equivalent, in the sense that in the hydrodynamic limit they lead to pde-s which can be

transformed to (2.16) by linear combinations of the functions involved.

2.4.2 A finite bricklayer model

In the following example we give a finite version of the infinite bricklayers model introduced
in [38]. Let @ = {0,1} x {—1,1}. The elements of 2 will be denoted w =: (1,(). Left-right
reflection symmetry is implemented as R : Q — Q, R(n,() = (n,—(). The conserved quantities
are ((w) = ¢ and n(w) = n. Condition (A) leaves twenty (possibly) non-zero rates. Due to the

left-right reflection symmetry conditions eight pairs of rates are equal. Using the notation

oy MoTe.M M
T(w17w27w17w2)_r<<‘17<‘27 17 év
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in the following table we list the (possibly) non-zero rates, parameterized by twelve nonnegative

parameters.
r(@G B8 =a (G553 =0
rGee) = r(hLy)=d
r@ B3 ) =e  r(GLEnd)=e
(L% =5 r(GLSLY =1
r@ 5L =p r(EE3) =
rnbY) =0 (G551 =g
r@LnY=r rGLL)=r
r(GEnY) =s (LB =
r@seY) = (L) =a
rG 55 =y (G55 =y

All the other jump rates are zero.

It is easy to check that the first part of condition (C’) imposes
r=s (2.17)

and no other restriction. It also follows that the measures 7, , are of the product form

1+ Cu

Wp,u(nag) = (7704‘(1—77)(1—0)) 9 n=0,1, ¢(=+,-, (2'18)

with the parameters p € (0,1), u € (—1,+1).

Another straightforward computation shows that the second part of condition (C’) reads

ctf+pty=dt+etqg+z

2.19
at+f+q+ty=bt+e+p+z (2.19)

So, we are left with a nine-parameter family of models. Given the formulas (2.6) we compute
the fluxes ¢; and ;. Using the conditions (2.17) and (2.19) eventually we get

20; = (b—a)+ (@ —a);+ni41) = 0+ a)(Gr1 = )
tla+b—e—f—z—y)n+n11)(Gr —G) + (@ = b)¢g
—(a+b+c+d—2e—2f -2z —2y)ninj+1(G+1 — )
—(p — @) (nj +nj+1)G41G;
4p; = —(p+qg+r+s+x+y)(n+1—n))

+® =) (i +nj+1)(G + Gv1) + (¥ — 2) (41 — 1) (G+1 — G5)
—=2(p — @)nmj+1(G + Gi+1)
—(p+qg—r—s5—2—y) 1 —1j)C+1§;
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The macroscopic fluxes are again explicitly computable. From (2.7) and (2.18) we get

®(p,u) = ((p—a)p—(a—0)/2)(1—u?),
U(p,u) = (p—q)p(l—pu.

Without loss of generality we may assume p—q > 0 (otherwise rename the microscopic variables
N = 1, fj := —(;). Further on, p = ¢ leads to diffusive rather then hyperbolic (Eulerian)

scaling of the particle density, so we are interested in the p > ¢ cases only. By setting the
a—b
2(p—q)

appropriate time scale we can choose p — ¢ = 1 and denote v := . So, eventually we get

the system of pdes

{ Op + 0x(p(1 — p)u) =0 (2.20)

Hu+0;((p—7)(1—u?)) =0

In [23] another family of four-state models with two conserved quantities, the so-called two
channel traffic models are analyzed. These models also satisfy conditions (A), (B) and (C). As
a consequence our general Theorem is applicable to the two channel traffic models, too.

About the relation of our four state deposition models (treated in this subsection) and the
two channel traffic models treated in [23]: Due to the different symmetry conditions imposed
— we impose the left-right reflection symmetry described in the first paragraph of this section,
while in [23] symmetry between the two traffic channels is imposed — the two families of
models do not intersect. The one parameter family of partial differential equations derived
in [23] essentially differs form our partial differential equations (2.20). (Actually there is no
parameter value for which the two pde-s are equivalent.) However, the two families of models

show many similarities and do have common generalizations.

2.5 Sketch of proof

The present section is divided into four subsections. In subsection 2.5.1 we present the first
steps of the ‘relative entropy method’ applied. As there is no real novelty in this part, we only
list the main steps without the computational details which are essentially the same as in the
original work [41] of Yau or in Chapter 6 of [13] or in [6].

It turns out that for a general two (or more) component system some identity relating the
macroscopic fluxes ® and V¥ is essentially needed for completing the proof. These relations
are reminiscent of Onsager’s reciprocity relations of nonequilibrium thermodynamics, see e.g.
Chapter 10.D of [25]. However an essential difference is worth noting: while the traditional
Onsager relations are derived under the condition of reversibility of the microscopic dynamics,
in our case conditions (A) and (C) are involved which do not imply reversibility by any means.
Seemingly, these relations were not explicitly noted so far in the context of mathematically
rigorous hydrodynamic limits. This omission is probably explained by the fact that in the

concrete models investigated so far these identities just dropped out without any computations.
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In subsection 2.5.2 we prove that under the conditions (A) and (C) these identities hold
in general. We shall refer to these identities as Onsager relations. It also follows from these
identities that the systems of partial differential equations arising as hydrodynamic limits un-
der Eulerian scaling are indeed of hyperbolic type and the thermodynamic equilibrium entropy
S(u,v) is globally convex Lax entropy of the hydrodynamic equations, as it is commonly as-
sumed. In subsection 2.5.3 we formulate the consequences of the Onsager relations which are
crucial for the further steps of the proof of the hydrodynamic limit.

Finally, in subsection 2.5.4 we sketch the last steps of the proof. Here again we follow the
standard steps of the relative entropy method, so we omit all computational details, referring
only to the main stations of the proof. For the computational details of subsections 2.5.1 and
2.5.4 we refer the reader to Chapter 6. of [13] or to [6]. However, we warn the reader that the
omitted details (in particular the last two steps: the control of the block replacement and the

one-block estimate) are rather sophisticated and mathematically deep.

2.5.1 First transformations

In order to obtain the main estimate (2.13) our aim is to get a Gromwall type inequality: we

will prove that for every t € [0, 7]
t
H"(t)— H™(0) < C’/ H"(s)ds + o(n), (2.21)
0

where the error term is uniform in ¢ € [0,7]. Because it is assumed that H"(0) = o(n), the
Theorem follows.

For proving (2.21) we try to bound (from above) 0, H"(s) by const - H"(s) 4+ o(n), uniformly
for s € [0,7]. We start form the inequality (2.22) which is derived in [13] under very general
conditions, valid in our case.

OH™(t) < n/ Ln*ftndu? - / atftndug. (2.22)
i n fi
Next we transform the two terms appearing on the right hand side of (2.22). Equation (2.23)

follows form the smoothness of the functions (¢, z) and 7(¢, ) and from the entropy inequality
applied to the measures uj* compared with the absolute reference measure 7.

Since () is finite and 7w puts positive weight on every element it is easy to show that
H(pg|m™) < Cn with an absolute constant C. The measure 7" is stationary, thus we have
the same bound for H (uf|7™) uniformly for 0 < ¢ < T'.*

D S T s (2.23)

n
ft jeTn

= Y ocrttuifm) [ bt

JET™
+0 (1)

*In the original paper [34] H(ug|n™) < Cn was assumed in the theorem, but as we can see, this is unneeded.
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Equation (2.24) follows from direct computation of the time derivative of the function f;*.

/n o f dul = Z 00(t,5/n) / (¢ —u(t,j/n))duy (2.24)

JeT™

S0 ar(tifm) | (= vltod /)
JjeET™
Next we replace the local variables ¢; and 1; in (2.23), respectively, (; and 7; in (2.24) by their
block averages defined as follows: if §; is a local microscopic variable its block average is defined

as
sl Gt G
IE 7 :

In the following two block-replacements we use again the smoothness of the functions (¢, z)

and 7(t,x) and the entropy inequality applied to the measures py* compared with the absolute

reference measure 7".

n/n Ln*ftd" = —Zaﬁtj/n/ qb]dut (2.25)

ft ]GT”

—Zafty/n/ Wy

JjeT™
+0O (1)

/n Ot dul = Z 0:0(t,j/n) / ( —u(t,j/n))du? (2.26)

JjET™

+ Z Ot (t,j/n) / ( —v(t,j/n))du;

JjeT™
+0O (1)

The last transformation of this first, preparatory part is replacing in (2.25) the block averages
qbé, respectively, 1/1§- by their equilibrium averages computed at the empirical densities, ®( ]l~, 77;),
respectively, U(¢ Jl., 775) The error terms appearing in the third and fourth lines of the right hand
side of (2.27) are the most important error terms to be controlled by the so called one block
estimate towards the end of the proof.

w [ Eay = —Zaem/n/ (¢!l (2.27)

ft jeT™

—ZOTtJ/n/ V(¢ mh)dug

JeT™

— 3" 0.6(t,j/n) /Q (¢} — (&), iy

JeT™
=3 durttgfn) [ ()= () dup
jET™ ar

+0O (1)
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Before going on with the standard steps of the relative entropy proof we need to make a
detour.
2.5.2 An Onsager type identity

Lemma 1. Suppose we have a particle system with two conserved quantities and rates satisfying

conditions (A) and (C). Then there exists a potential function (0,7) — U(6,7) such that
B(6,7) = B(u(6,7),0(0, 7)) = U
(2.28)
V(l,7):=V(u,T1),v0,1)) = U;_’

or, equivalently
O = Uy, (2.29)

Proof. We prove (2.29). Throughout the forthcoming proof we adopt the notation ¢; := ((w;),

GG = ¢(wj), ete.
From the definitions

o7 (W) 70,7 (w2) = exp{O(G1 + G2) + T(m +12) = 2G (0, 7) }r(w1)(w2),
and
(mo.r (w1)mo,r (w2))y =
m(wr ) (wp) /L IFTONERI2EOT {(() 4 Go) — 2u(0, 7))} =

W Z 7'('(0)3)((1 + (o — 2(3)ea(<1+42+C3)+‘r(171+772+,73)’
( ’T) w3€N
where Z(6,7) = exp{G(0,7)}. Similarly,

(0.7 (w1) 70, (wg)); =

M _ 0(¢1+Ca+C3)+m(m+n2+n3)
Z(0,7) Z m(ws)(m +n2 — 2n3)e .

w3z €N
Hence
1
o (0,7) = 70,77 Z 7 (w1) 7 (we) 7 (ws ) e? 1 +Ca)+r(m+m2+1s)
w1,w2,w3 €N
X (771 +m2 — 2773) Z T(wlvw%w/bwé)(gé - C2)7
wl WwhHEeN
1
V0.r) = g D menme)mle) Gt

w1,w2,w3EN

X (G +CG—2G) Y, r(wi,ws,w,wh)(h— 1),

/ !
w whHeN
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For the proof of the lemma it is enough to prove for any Z € [3min(,3max(] and N €

[3min 7, 3maxn] the following expression equals to 0:

Z 7 (w1)m(we) (w3 )T (W, we; Wi, wh) (2.30)

A ETeY
W1 ,w2,ws,w ,wsy €

,%If,jig:iﬁ X ((m +m2 = 2m3)(¢3 — G2) — (G + G — 2G3) (13 — 712))

From condition (A) imposed on the rate functions it follows that in all nonzero terms of the
above sum one can replace 1 + 12 by 7} + 15 and 0§ — 92 by m — 1}, and similarly for the (-s.

After straightforward computations (2.30) becomes
Z (w1 (we) (w3 )r(wy, we; Wi, wh) (2.31)
w1,w2 w3 ,wi wheQ:
G+C+(¢'=Z
m+ne+n'=N

where A : 2 x Q x Q — Z is defined as follows

X (A(wl,wg,w;),) — A(w’l,wé,wg))

A(wr,wa,ws3) = C1(n2 — m3) + C2(n3 — m) + C3(m — m2)-

Note that A is antisymmetric regarding permutation of its variables. Next, after rearranging

the sum, from the definition of the function @ in condition (C) expression (2.31) becomes

— Y w(ws)m(wn)m(w2) Qwr, wa) Awr, wa, ws).
w1,w2,w3zEN:
G+6+=Z
m-+n2+n'=N

Finally, from the antisymmetry of the function A and condition (C) imposed on the function

Q it follows indeed that this last sum equals zero. O

2.5.3 Consequences of the Onsager relations

Relation (2.29) is the same as saying that the matrix D(u(0,7),v(0,7)) - G"(0,7) is symmetric.
Using (2.5) this also reads as

5" (u,v) - D(u,v) = (8" (u,v) - D(u, v))T . (2.32)

This relation implies that only hyperbolic two-by-two systems of conservation laws (2.9) can
arise as hydrodynamic limits. Indeed, as the following elementary argument shows relation
(2.32) can hold with a positive definite matrix S” only if D(u,v) can be diagonalized (in the
real sense), which is exactly the condition of hyperbolicity of the system (2.9). Indeed, since

S” is positive definite, we can write
D= (S//)—l/Z ((S//)—1/2(S//D)(S//)—1/2> (S//)l/27 (2.33)

which means that D is similar to the real symmetric matrix (S”)~1/2(S”D)(S”)~1/2, and from

this the (real) diagonalizability of D follows. Furthermore, (2.32) is spelled out as

" /
Suu QU

+ SV, = 51,9,

U U

+ 8" (2.34)
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which is readily recognized as the partial differential equation defining the Laz entropies of the

system (2.9). The function
F(u,v) := ®(u,v)8(u,v) + ¥(u,v)r(u,v) — U(0(u,v), 7(u,v))

is the corresponding (macroscopic) entropy-flux. See [29] or [30] for the pde notions involved.

Thus, part (i) of the Theorem is proved.

Now we turn to two further consequences of Lemma 1 which turn out to be of crucial

importance in the hydrodynamic behavior.

First, the time derivatives of § and 7 are expressed. From the pde (2.9) it follows that
00 = —0, @ 0,u — 0., P, 0,v — 0,V Opu — 0, V! D, v.
Using the identity (2.34) we replace
0, ®;, = 0,®,, + 7,0, — 7,0,

in the second term of the right hand side. Using also the straightforward identities u, = v} and

0! = 7, (see subsection 2.2.4) we finally get

80 = @.,0,0 + V' 9,7, (2.35)
and by identical considerations

Ot = ®,0,0 + U, D, . (2.36)
Second, due to identity (2.28),

S (0u00G /)@ (uli/n), 05 /) + B (G /m)W (i ), v )

jeTn

= > 2U(u(j/n),v(j/n) = O(), (2.37)

jET™

2.5.4 End of proof

Now we return to proving (2.21). Denote

DO (u,v;u,0) := ®(a,0) — D(u,v) — D, (u,v) (@ —u) — ® (u,v) (0 — v)
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and similarly for DV (u,v; @, v). Applying (2.35), (2.36) and (2.37), from (2.26) and (2.27) we
obtain

/ Oft = nL™ ¢ dul = (2.38)
n It

S 000t 5/m) | DRt /) ot /n)i Gl

JjeT™

30 der(ti/n) [ DUt /)t n)i Gt

JET™

+ ) 0.0(t,5/n) /Q (¢§- - @(ijé-)) dpi

JjeT™

+ ) ur(t,j/n) /m (1/15- - W(C}m})) dpy!

JjeT™
+0O (1)

The first two terms on the right hand side of (2.38) are estimated by the entropy inequality,

comparing the measure pj with the local equilibrium measure v{:

Z/ ‘D‘I’ (t,g/n),v(t,7/n); ¢ ,né)‘ (2.39)

JeT™
+[Dwutt.j/m). vt /m)s )| ) dut
< CH™(t)+O0(nl™).

The last two terms in (2.38) are estimated only integrated against time. Applying the so-called
one block estimate (see e.g. Chapter 5 of [13]) one gets

. . 1
,%ﬂw/Z/wﬂ

¢l — Cj,m)‘ pup =0,

(2.40)

. . -1 n __
oty 32 [ [ w0

JET™

This is the only part of the proof where condition (B) is used, which ensures ergodicity of the
Markov process X" on the ‘hyperplanes’ Q’ZL N
Finally, inserting (2.39) and (2.40) in (2.38), via (2.22) we obtain (2.21) and thus the part

(ii) of the Theorem is also proved.

2.6 Particle systems with several conserved variables

As noted in the introduction, the results described in the previous sections are also valid for

particle systems with more than 2 conserved quantities.
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Before we formulate the general results we have to summarize some notations . Let n > 2 be
fixed integer, and ¢ = (¢',¢%,...,¢") : Q — R™ the vector of conserved quantities. Throughout
the present section bold face symbols will denote n-vectors.

We require the rate function to satisfy similar conditions as listed in subsection 2.2.2 (in
place of conditions (A) and (B) we need the suitable generalizations). For every 8 € R™ we can

define momentum generating function G(0) as

G(0) :=log Z €W (w),

we
and the probability measures
mo(w) = m(w)exp(d - ((w)—G(0))
Ty = H T
jeTm

on {2, respectively, on Q. We define the expectation of the conserved quantities with respect
to the measure 7y:
u(0) == Eg(¢) = V,G(0).
One can easily show, that VBQG(O) = Covyg(u,u) is positive definite. As a consequence, the
function 6 — w is invertible, and
0(u) = V,S(u),
where S(u) is the convex conjugate of G(6):
S(u) := sup (u- 60— G(0)).
ucRn?
We introduce the flux of the vector of the conserved quantities and its expectation:
Plwr,wy) = Y rlwrwyiwh,wh)(C(wh) — ¢(w2))

/ !
wi,wH €N

(I)(u) = EO(U)¢

= ) r(wwaiwh,wh)(C(wh) — C(we))Tu (W) (ws).

wi,w2,
A Y
Wl,UJQ

Now we are able to formulate results of the previous sections in the more general setting.
Using the arguments presented in section 2.5 one can show that under Eulerian scaling the
vector of the local densities of the conserved quantities u(t, z) evolve according to the following

n-component partial differential equation:
ou + 0, ®(u) = 0. (2.41)

Lemma 1 applies for any two conserved quantities ¢, ¢’ (i # j), thus if we denote the
derivative matrix of the flux vector ®(u) by D(u) := V, ®(u) and the second derivative matrix

of the thermodynamic entropy S”(u) := V2S(u), we get
S"(u) - D(u) = (5" (w) - D(w))" (2.42)
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Since S”(u) is positive definite (2.33) implies that D(u) can be diagonalized which means that

the arising system of partial differential equations is hyperbolic. Moreover, (2.42) spelled out is

0?S @, 0?8 P 0?S  @; N %S @,
8u18u1 8?1,]' 8u16u3 8Uj N 8’&]8’1/4 6u1 8uj8uj Gui’

(2.43)

with 1 < i < 7 < n. These are exactly the n(n — 1)/2 equations defining the Lax entropies
of the hyperbolic system (2.41). It is well-known that in the case of n > 3 only very special
n-component hyperbolic conservation laws possess Lax entropies. In general, the defining equa-
tions (2.43) are overdetermined. In [29] these particular systems of hyperbolic conservation laws
are called of physical type. From the previous arguments it follows that only physical hyperbolic
equations can arise as the hydrodynamic limit of an interacting particle system satisfying our

conditions.

Acknowledgement: The authors wish to thank Jézsef Fritz for the many illuminating dis-
cussions on the topics of hydrodynamic limits and for pointing out Corollary (ii). We also thank

Janos Kertész for guiding comments on Onsager’s relations.
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Chapter 3

Perturbation of singular equilibria of
hyperbolic two-component systems:
a universal hydrodynamic limit*

We consider one-dimensional, locally finite interacting particle systems with two conservation

laws which under Eulerian hydrodynamic limit lead to two-by-two systems of conservation laws:

Op+ 0¥ (p,u) =0
81511/ + 8z(I)(p, U) = 0,

with (p,u) € D C R2?, where D is a convex compact polygon in R2. The system is typically
strictly hyperbolic in the interior of D with possible non-hyperbolic degeneracies on the bound-
ary OD. We consider the case of isolated singular (i.e. non hyperbolic) point on the interior of
one of the edges of D, call it (po,up) = (0,0) and assume D C {p > 0}. (This can be achieved
by a linear transformation of the conserved quantities.) We investigate the propagation of small
nonequilibrium perturbations of the steady state of the microscopic interacting particle system,
corresponding to the densities (pg, ug) of the conserved quantities. We prove that for a very rich
class of systems, under proper hydrodynamic limit the propagation of these small perturbations

are universally driven by the two-by-two system

Orp + 0y (pu) =0
du+ 0y (p+yu?) =0

where the parameter v := %Cbuu(po,uo) (with a proper choice of space and time scale) is the
only trace of the microscopic structure. The proof is valid for the cases with v > 1.

The proof relies on the relative entropy method and thus, it is valid only in the regime of
smooth solutions of the pde. But there are essentially new elements: in order to control the
fluctuations of the terms with Poissonian (rather than Gaussian) decay coming from the low
density approximations we have to apply refined pde estimates. In particular Lax entropies of

these pde systems play a not merely technical key role in the main part of the proof.

*This chapter contains the submitted paper [36].

41
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3.1 Introduction
3.1.1 The PDE to be derived and some facts about it

We consider the pde

{ p+ 0z (pu) =0 3.1)

O + 0y (p + ’yu2) =0

where p = p(t,x) € [0,00), u = u(t,z) € (—o0,00) are density, respectively, velocity field and
v € R is a fixed parameter. For any fixed v this is a hyperbolic system of conservation laws in
the domain (p,u) € Ry x R.

Phenomenologically, the pde describes a deposition/domain growth — or, in biological term:
chemotaxis — mechanism: p(t,x) is the density of population performing the deposition and
h(t,z) is the height of the deposition. Let

u(t,x) == —0yh(t, x).
The physics of the phenomenon is contained in the following two rules:

(a) The velocity field of the population is proportional to the negative gradient of the height
of the deposition. That is, the population is pushed towards the local decrease of the
deposition height. This rule, together with the conservation of total mass of the population

leads to the continuity equation (the first equation in our system).

(b) The deposition rate is
oth =p+ 7(8$h)2.

The first term on the right hand side is just saying that deposition is done additively by the
population. The second term is a self-generating deposition, introduced and phenomeno-
logically motivated by Kardar-Parisi-Zhang [12] and commonly accepted in the literature.
Differentiating this last equation with respect to the space variable x results in the second

equation of our system.

The pde (3.1) is invariant under the scaling:
pt,x) == AP p(AY Pt Ax),  U(t,x) = APu(AYPL, Ax),

where A > 0 and § € R are arbitrarily fixed. The choice § = 0 gives the straightforward
hyperbolic scale invariance, valid for any system of conservation laws. More interesting is the
B = 1/2 case. This is the natural scale invariance of the system, since the physical variables
(density and velocity fields) change covariantly under this scaling. This is the (presumed,

but never rigorously proved) asymptotic scale invariance of the Kardar-Parisi-Zhang deposition
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phenomena. The nontrivial scale invariance of the pde (3.1) suggests its universality in some
sense. Our main result indeed states its validity in a very wide context.

It is also clear that the pde is invariant under the left-right reflection symmetry z — —x:

The parameter v of the pde (3.1) is of crucial importance: different values of v lead to
completely different behavior. Here are listed some particular cases which arose in the past in
various contexts:
— The pde (3.1) with v = 0 arose in the context of the ‘true self-repelling motion’ constructed
by Téth and Werner in [37]. For a survey of this case see also [38]. The same equation, with
viscosity terms added, appear in mathematical biology under the name of (negative) chemotaxis
equations (see e.g. [24], [22], [19]) ).
— Taking v = 1/2 we get the ‘shallow water equation’. See [5], [20]. This is the only value of the
parameter v when m = pu is conserved and as a consequence the pde (3.1) can be interpreted
as gas dynamics equation.
— With v = 1 the pde is called ‘Leroux’s equation’ which is of Temple class and for this
reason much investigated. For many details about this equation see [29]. In the recent paper
[8] Leroux’s system has been derived as hydrodynamic limit under Eulerian scaling for a two-
component lattice gas, going even beyond the appearance of shocks.

The main facts about the pde (3.1) are presented in Section 3.11. Here we only mention
that

1. For any v € R the system (3.1) is strictly hyperbolic in (p,u) € (0,00) x R, with hyperbolicity
marginally lost at (p,u) = (0,0) for v # 1/2 and at p = 0 for v = 1/2. This follows from

straightforward computations.

2. The Riemann invariants (or characteristic coordinates) are explicitly computed in section
3.11, for a first impression see Figure 3.3 of the Appendix where the level lines of the Riemann
invariants are shown. It turns out that the picture changes qualitatively at the critical values
v=1/2,v=3/4 and v = 1. It is of crucial importance for our later problem that the level

curves, expressed as u — p(u) are convex for v < 1, linear for v = 1 and concave for v > 1.

3. For any v > 0 the system (3.1) is genuinely nonlinear in (p,u) € (0,00) x R, with genuine
nonlinearity marginally lost at (p,u) = (0,0) for v # 0,1/2 and at p = 0 for v = 0,1/2. (For
v < 0 genuine nonlinearity is lost on the parabola p = —4v(2y — 1)?(y + 1)~ 2u?.)

4. The system is sufficiently rich in Laz entropies.

5. For v > 0 the system (3.1) satisfies the conditions of the Lax-Chuey-Conley-Smoller Mazi-
mum Principle (see [17], [18], [29]).

From the Maximum Principle a very essential difference between the cases v < 1, v = 1 and
~ > 1 follows, which is of crucial importance for our further work. In the case v < 1 all convex

domains bounded by level curves of the Riemann invariants are unbounded (non-compact) and
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thus there is no a priori bound on the entropy solutions. Even starting with smooth initial data
with compact support nothing prevents the solutions to blow up indefinitely. On the other hand,
if v > 1 any bounded subset of Ry x R is contained in a compact convex domain bounded by
level sets of the Riemann invariants, which fact yields a priori bounds on the entropy solutions,
given bounded initial data.

The goal of the present paper is to derive the two-by-two hyperbolic system of conservation
laws (3.1) as decent hydrodynamic limit of some systems of interacting particles with two
conserved quantities.

We consider one-dimensional, locally finite interacting particle systems with two conserva-
tion laws which under Fulerian hydrodynamic limit lead to two-by-two systems of conservation

laws

Op + 0¥ (p,u) =0
0w+ 0, P(p,u) =0,

with (p,u) € D C R?, where D is a convex compact polygon in R2. The system is typically
strictly hyperbolic in the interior of D with possible non-hyperbolic degeneracies on the bound-
ary 0D. We consider the case of isolated singular (i.e. non hyperbolic) point on the interior of
one of the edges of D, call it (po,uop) = (0,0) and assume D C {p > 0} (otherwise we apply an
appropriate linear transformation on the conserved quantities) We investigate the propagation
of small nonequilibrium perturbations of the steady state of the microscopic interacting particle
system, corresponding to the densities (po, ug) of the conserved quantities. We prove that for a
very rich class of systems, under proper hydrodynamic limit the propagation of these small per-
turbations are universally driven by the system (3.1), where the parameter v := %q)uu(po,uo)
(with a proper choice of space and time scale) is the only trace of the microscopic structure.
The proof is valid for the cases with v > 1.

Actually, in order to simplify some of the arguments, we impose the left-right reflection
symmetry of the pde (3.1) on the systems of interacting particles on microscopic level, see
condition (C) in subsection 3.2.2. But we note that the whole proof can be extended without
this condition, just some arguments would be longer.

The proof essentially relies on H-T. Yau’s relative entropy method and thus, it is valid only
in the regime of smooth solutions of the pde (3.1).

We should emphasize here the essential new ideas of the proof. Since we consider a low
density limit, the distribution of particle numbers in blocks of mesoscopic size will have a
Poissonian tail. The fluctuations of the other conserved quantity will be Gaussian, as usual.
It follows that when controlling the fluctuations of the empirical block averages the usual large
deviation approach would lead us to the disastrous estimate E(exp{a GAU - POI }) = o0. It
turns out that some very special cutoff must be applied. Since the large fluctuations which
are cut off can not be estimated by robust methods (i.e. by applying entropy inequality), only

some cancellation due to martingales can help. This is the reason why the cutoff function must
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be chosen in a very special way, in terms of a particular Lax entropy of the Euler equation
(3.16). In this way the proof becomes a mixture (in our opinion rather interesting mixture) of
probabilistic and pde arguments. The fine properties of the limiting pde, in particular the global
behavior of Riemann invariants and some particular Lax entropies, play an essential role in the
proof. The radical difference between the v > 1 vs. v < 1 cases, in particular applicability vs.
non-applicability of the Lax-Chuey-Conley-Smoller maximum principle, manifests itself on the

microscopic, probabilistic level.

3.1.2 The structure of the paper

In Section 3.2 we define the class of models to which our main theorem applies: we formulate
the conditions to be satisfied by the interacting particle systems to be considered, we compute
the steady state measures and the fluxes corresponding to the conserved quantities. At the end
of this section we formulate the Eulerian hydrodynamic limit, for later reference.

In Section 3.3 first we perform asymptotic analysis of the Euler equations close to the
singular point considered, then we formulate our main result, Theorem 2, and its immediate
consequences.

Sections 3.4 to 3.10 are devoted to the proof of Theorem 2.

In Section 3.4 we perform the necessary preliminary computations for the proof. After
introducing the minimum necessary notation we apply some standard procedures in the context
of relative entropy method. Empirical block averages are introduced, numerical error terms are
separated and estimated. In this first estimates only straightforward numerical approximations
(Taylor expansion bounds) and the most direct entropy inequality is applied.

Section 3.5 is of crucial importance: here it is shown why the traditional approach of the
relative entropy method fails to apply. Here it becomes apparent that in the fluctuation bound
(usually referred to as large deviation estimate) instead of the tame E(exp{e GAU?}) we would
run into the wild E( exp{e GAU - POI }) which is, of course, infinite. It is explained here what
kind of cutoff is applied: the large fluctuations cut off can not be estimated by robust methods
(i.e. by applying entropy inequality). Only some cancellation due to martingales can help. This
is the reason why the cutoff function must be chosen in a very particular way, in terms of a
particular Lax entropy of the Euler equation. The cutoff function is constructed and its key
estimates are stated. Proofs of the lemmas formulated in this section are postponed to Section
3.9. At the end of this section the outline of the further steps is presented.

In Section 3.6 all the necessary probabilistic ingredients of the forthcoming steps are gath-
ered. These are: fixed time large deviation bounds and fixed time fluctuation bounds, the
time averaged block replacement bounds (one block estimates) and the time averaged gradient
bounds (two block estimates). The proof of these last two rely on Varadhan’s large deviation
bound cited in that section and on some probability lemmas stated and proved in section 3.10.
We should mention here that these proofs of the one- and two block estimates, in particular the

probability lemmas involved also contain some new (and, we hope, instructive) elements.



46 CHAPTER 3. PERTURBATION OF SINGULAR EQUILIBRIUM

Sections 3.7 and 3.8 conclude the proof: the various terms arising in section 3.5 are estimated
using all the tools (probabilistic and pde) developed in earlier sections. One can see that these
estimates rely heavily on the fine properties of the Lax entropy used in the cutoff procedure.

As we already mentioned sections 3.9 and 3.10 are devoted to proofs of various lemmas stated
in earlier parts. Section 3.9 deals with the pde estimates while Section 3.10 is probabilistic.

Finally in the Appendix (Section 3.11) we give some details about the pde (3.1). This is
included for sake of completeness and in order to let the reader have some more information
about these, certainly interesting, pde-s. Strictly technically speaking this Appendix is not used

in the proof.

3.2 Microscopic models

Our interacting particle systems to be defined in the present section model on a microscopic
level the same deposition phenomena as the pde (3.1). There will be two conserved physical
quantities: the particle number 7; € N and the (discrete) negative gradient of the deposition
height ¢; € Z.

The dynamical driving mechanism is of such nature that

(i) The deposition height growth is influenced by the local particle density. Typically: growth

is enhanced by higher particle densities.

(ii) The particle motion is itself influenced by the deposition profile. Typically: particles are
pushed in the direction of the negative gradient of the deposition height.

The left-right reflection symmetry of the pde will be also implemented on the microscopic
level. Actually, this is not really necessary in order to prove our main result, but without this

assumption some of the arguments would be somewhat longer.

3.2.1 State space, conserved quantities

Throughout this paper we denote by T" the discrete tori Z/nZ, n € N, and by T the continuous
torus R/Z. We will denote the local spin state by €2, we only consider the case when (2 is finite.

The state space of the interacting particle system of size n is
Q=0
Configurations will be denoted
w = (wj)jer € ",

For sake of simplicity we consider discrete (integer valued) conserved quantities only. The two

conserved quantities are
n:Q—N,

C:Q—wZ, or (:Q—v(Z+1/2). (3.2)
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The trivial scaling factor vy will be conveniently chosen later (see (3.5)). We also use the
notations 7; = n(w;), ¢; = ¢(w;). This means that the sums };7; and . (; are conserved by
the dynamics. We assume that the conserved quantities are different and non-trivial, i.e. the
functions ¢, n and the constant function 1 on €2 are linearly independent.

The left-right reflection symmetry of the model is implemented by an involution
R:Q —Q, RoR=1d
which acts on the conserved quantities as follows:
n(Rw) =n(w),  ((Rw)=—((w). (3.3)
3.2.2 Rate functions, infinitesimal generators, stationary measures

Consider a (fixed) probability measure m on (2, which is invariant under the action of the
involution R, i.e. m(Rw) = m(w). Since eventually we consider low densities of n, in order to

exclude trivial cases we assume that
m(¢(=0|n=0)<1. (3.4)
The scaling factor vg in (3.2) is chosen so that
Var((|n=0)=1. (3.5)

This choice simplifies some formulas (fixing a recurring constant to be equal to 1, see (3.20))
but does not restrict generality.

For later use we introduce the notation
p = max{n(w) : ©(w) > 0},
u = ma{C(w) : 7(w) > 0},
uy = max{((w) : n(w) =0, m(w) > 0},
For 7,6 € R let G(7,6) be the moment generating function defined below:

G(t,0) :=log Z eTM@F0Cw) 7 ().
weN

In thermodynamic terms G(7, 0) corresponds to the Gibbs free energy. We define the probability
measures

Tro(w) = m(w) exp(mn(w) + 6C(w) — G(7,0)) (3.6)

on 2. We are going to define dynamics which conserve the quantities » i and Y j Cj, Posses

no other (hidden) conserved quantities and for which the product measures

n oo._
7TT’9 = H 7['7-79

jeTn
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are stationary.

We need to separate a symmetric (reversible) part of the dynamics which will be speeded
up sufficiently in order to enhance convergence to local equilibrium and thus help estimating
some error term in the hydrodynamic limiting procedure. So we consider two rate functions
r:OAxOxOAxO — Ry and s : 2 x Q2 xQxQ — Ry, r will define the asymmetric
component of the dynamics, while s will define the reversible component. The dynamics of the
system consists of elementary jumps affecting nearest neighbor spins, (wj,wjt1) — (w;-, w} 1)
performed with rate Ar(w;, wji1; W, Wiy ) + Ks(wj, wjt1; W), wi, ), where A,k > 0 are speed-up
factors, depending on the size of the system in the limiting procedure.

We require that the rate functions r and s satisfy the following conditions.

(A) Conservation laws: If r(wy,wz;w],wh) >0 or s(wi,we;w],wh) > 0 then

n(wr) + n(ws2) = n(wy) + n(ws).
((w1) + ¢(wa) = ¢(wy) + C(wh),

(B) Irreducibility: For every N € [0,np*], Z € [—nu*, nu*] the set
Rz=QweQ": > n=N > (=2
jeTn JETn

is an irreducible component of Q", i.e. if w,w’ € Q% , then there exists a series of elemen-

tary jumps with positive rates transforming w into w’.

(C) Left-right symmetry: The jump rates are invariant under left-right reflection and the action

of the involution R (jointly):

r(Rws, Rwi; Rw), Rw)) = r(w1, wo; wi, wh).

$(Rwy, Rwi; Rwy, Rw)) = s(w1,wa; wy,wh).

(D) Stationarity of the asymmetric part: For any wi,ws,ws € Q

Q(w1,w2) + Q(w2,w3) + Q(wsz,w1) = 0,

where

Qwi,wy) = Y

72)7"(0117 wy; w1, wa) — 7(w1, we; wi,wé)} :
wl whHEeN

(E) Rewversibility of the symmetric part: For any wq,ws,w],w) €

7 (w1)m(we)s(wr, wa; wl, wh) = m(w))m(wh)s(wy, wh; wi, ws).
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For a precise formulation of the infinitesimal generator on Q2" we first define the map @;?,‘"” :
Q" — Q" for every W', w" € Q, j € T™
W' if i=j
(64" w) =4 v it i=j+1
w; it #7574+ 1.
The infinitesimal generators defined by these rates will be denoted:

L'fw) =Y > rlwpwinw,w")(f(07w) - f(w).

JET™ W W"eN
K'fw = > slwwsne o) ({07 w) - fw).
JET™ W W"eN
We denote by &}* the Markov process on the state space 2" with infinitesimal generator G™ :=

A(n)L™ + k(n)K™. with speed-up factors A(n) and x(n) to be specified later

Remarks:

(1) Conditions (A) and (B) together imply that 3, n; and }_,; ¢; are indeed the only conserved

quantities of the dynamics.

(2) Condition (C) together with (3.3) is implementation on a microscopic level of the left-right
symmetry of the pde (3.1). Actually, our main result, Theorem 2, is valid without this

assumption but some of the arguments would be more technical.

(3) Condition (D) implies that the product measures 77!  are indeed stationary for the dynamics
defined by the asymmetric rates r. This is seen by applying similar computations to those
of [1], [2], [27] or [35]. Mind that this is not a detailed balance condition for the rates r.

(4) Condition (E) is a straightforward detailed balance condition. It implies that the product

measures 7, are reversible for the dynamics defined by the symmetric rates s.

We will refer to the measures 77y as the canonical measures. Since ) (; and ) ;7; are

conserved the canonical measures on 2" are not ergodic. The conditioned measures defined on
n .
N.Z by:
n n

(W) {w € QY 4}

7o 2)

W) =Tre(w] D m =N, Y G=2)=
JET™ JET™
are also stationary and due to condition (B) satisfied by the rate functions they are ergodic.
We shall call these measures the microcanonical measures of our system. (It is easy to see that
the measure 71'?77 5 does not depend on the choice of thew values of 7 and 6 in the previous
definition.)
The assumptions are by no means excessively restrictive. Here follow some concrete examples
of interacting particle systems which belong to the class specified by conditions (A)-(E) and
also satisfy the further conditions (F), (G), (H), (I) to be formulated later.
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{—1,0,+1}-model The model is described and analyzed in full detail in [35] and [8]. The one
spin state space is Q = {—1,0,+1} . The left-right reflection symmetry is implemented by

R:Q — Q, Rw= —w. The dynamics consists of nearest neighbor spin exchanges and the two

conserved quantities are n(w) = 1 — |w| and {(w) = w. The jump rates are

r(l,—-1;-1,1) =0, r(—1,1;1,—1) = 2,
r(0,—1;-1,0) =0, r(—-1,0;0,—1) =1,
r(1,0,0,1) = 0, r(0,1,1,0) = 1.

and
1 if (wr,w2) = (wh,w]) and wy # wo

AN
s(wr, wa;wy, wp) = { 0 otherwise

The one dimensional marginals of the stationary measures are

l1—-pxu

Tpu(0) = p,  Tpu(£l) = 5

with the domain of variables D = {(p,u) € Ry x R: p+ |u] < 1}.

Two-lane models The following family of examples are finite state space versions of the brick-
layers models introduced in [38]. Let @ = {0,1,...,n} x{—-2z,—-2+1,...,2—1,z}, wheren € N
and z € {%, 1, %, 2...}. The elements of 2 will be denoted w := (Z) Naturally enough, Zj n;
and ;G will be the conserved quantities of the dynamics. Left-right reflection symmetry is

implemented as R: Q) — Q, R (2) = (_774) We allow only the following elementary changes to

occur at neighboring sites j, 7 + 1:

M Mt M Mg M Mt n; F1 ’71+1i1>
(%’Q’H) - <Cj 3F1’<j+1i1> ’ <Cj’Cj+1> - ( G 7 G
with appropriate rates. Beside the conditions already imposed we also assume that the one

dimensional marginals of the steady state measures factorize as follows:

m(w) =7 (§) = p(n)a(<).

The simplest case, with 7 = 1 and z = 1/2, that is with Q@ = {0,1} x {-1/2,4+1/2}, was
introduced and fully analyzed in [35] and [23]. For a full description (i.e. identification of
the rates which satisfy the imposed conditions, Eulerian hydrodynamic limit, etc. see those
papers.) It turns out that conditions (A)-(E) impose some nontrivial combinatorial constraints
on the rates which are satisfied by a finite parameter family of models. The number of free
parameters increases with 7 and z. Since the concrete expressions of the rates are not relevant

for our further presentation we omit the lengthy computations.

3.2.3 Expectations

Expectation, variance, covariance with respect to the measures 77", will be denoted by E, 4(.),
VarT,g(.), COVT79(.).
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We compute the expectations of the conserved quantities with respect to the canonical

measures, as functions of the parameters 7 and 9:

p(T,0) = ETﬂ(n) = Z 77(‘*})777',0(“}) = G(7,0).

U(T, 0) == ET,G(C) = Z C(w)ﬂ'Tﬂ(w) = Gy(T, 9)7

weN

Elementary calculations show, that the matrix-valued function

T GT’T G’T
PrPo\ _ 0 — G (r,0)
Ur  Ug Gor Goo

is equal to the covariance matrix Cov,g(n,() and therefore it is strictly positive definite. It
follows that the function (7,0) — (p(7,8),u(7,0)) is invertible. We denote the inverse function
by (p,u) — (7(p,u),0(p,u)). Denote by (p,u) — S(p,u) the convex conjugate (Legendre

transform) of the strictly convex function (7,6) — G(7,0):

S(p,u) := sup (p7 +ub — G(1,9)), (3.7)
and
D = {(p,u) e Ry xR: S(p,u) < oo} (3.8)

= co{(n, () : m(w) > 0},

where co stands for convex hull. The nondegeneracy condition (3.4) implies that 9D N {p =
0} ={(0,u) : |u] <uy}. For (p,u) € D we have

7'(,0, u) = Sp(pau)> 9(p> u) = Su(ﬂ?“)'

In probabilistic terms: S(p, u) is the rate function of joint large deviations of (3_,7;,>_,¢;). In

thermodynamic terms: S(p, u) corresponds to the equilibrium thermodynamic entropy. Let

o Tu ) _ Spp Spu —: §"(p, u)
0p eu Sup Suu ' T

It is obvious that the matrices G”(7,6) and S”(p,u) are strictly positive definite and are inverse

of each other:
G"(1,0)S"(p,u) = I = 5" (p,u)G"(7,0), (3.9)

where either (7,0) = (7(p,u),0(p,u)) or (p,u) = (p(7,8),u(r,0)). With slight abuse of notation
we shall denote: 7, ) 0(p,u) =2 Tpus W:_l(pm)’e(p’u) =70 > Er(pu),0(pu) =1 Epu, ete.

As a general convention, if £ : 2™ — R is a local function then its expectation with respect
to the canonical measure 7', is denoted by

Elpu) =Epu(©) = Y &wi o wm)Tpu(wi) - Tpu(wm)-

W1 yeeesWm EQM
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3.2.4 Fluxes

We introduce the fluxes of the conserved quantities. The infinitesimal generators L™ and K™

act on the conserved quantities as follows:

L'y = —yY(wi,wir1) +Y(wim,wi) = = + i1,
L' = —¢(wi,wiy1) + dwi—1,wi) = =i + Pi—1,
K™y = —¢%(wi,wit1) +°(wi1,wi) =0 —9f + 97 4,
K¢ = —¢°(wi,wiq1) + 0°(wi—1,wi) = —¢; +¢7_1,
where
Ylwn,ws) = Y r(wn,waiwi,wh) (nwh) — n(ws))
wh wheQ
12 3.10
P(wi,wa) = Z r(wi, waswi, wh) (C(wh) — C(w2)) 10
wl,wheN
iwnwe) = Y s(wn,waiwi,wh) (n(wh) — n(ws))
w0y €0 (3.11)
¢ (wiwa) = Y s(wr,wywi,wh) (C(wh) — C(wn))
wi wheN

Note that due to the left-right symmetry and conservations, i.e. (3.3) and conditions (A) and

(C), the microscopic fluxes have the following symmetries:

p(wi,wa) =  H(Rwz, Rwr),

1[)((4]1,&)2) = —1/)(Rw2, Rwl).

In order to simplify some of our further arguments (in particular, see (3.120) in subsection

3.7.3) we impose one more microscopic condition

(F) Gradient condition on symmetric flures: The microscopic fluxes of the symmetric part,

defined in (3.11) satisfy the following gradient conditions

¥ (wi,w2) = Kk(w1) — K(w2) =: K1 — K2 (3.12)

¢* (w1, w2) = x(w1) — x(w2) = x1 — X2

Remark: (1) This is a technical assumption (referring actually to the measure 7) which sim-
plifies considerably the arguments of subsection 3.9.2. The symmetric part K™ has the role of
enhancing convergence to local equilibrium. Its effect is not seen in the limit, so in principle
we can choose it conveniently. Without this assumption we would be forced to use all the non-

gradient technology developed in [39] (see also [13]), which would make the paper even longer.
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(2) It is easy to see that n(w1) = n(wz2) = 0 implies *(w1,w2) = 0 and thus (by choosing a

suitable additive constant) w — k(w) can be chosen so that
nw)=0 = k(w)=0. (3.13)

The macroscopic flures are:
\IJ(p,u) = Ep,u(w)
= Y r(wnws el ws) (n(wh) = n(w)) Tou(wi) T u(ws),

(3.14)
®(p,u) = Epu(9)

= Z T(whwm%,wé)(é(%) - ((WZ))ﬂ'p,U(wl)ﬂp,u(WZ)-

w1,w2,
11 EQ
0.1170.126

These are smooth regular functions of the variables (p,u) € D. Note that due to reversibility

of K", for any value of p and u

Ep,U(¢S) =0= Ep,U(CbS)'

(These identities hold true without assuming condition (F).)
For later use we mention here that according to [35], the macroscopic fluxes ¥(p,u) and

®(p, u) satisfy the following Onsager reciprocity relation

U, (p,u)Var, ,(¢) — ®u(p,u)Cov,u(n, () = (3.15)

(I),O(p7 U)Varp,u(n) - ‘l’p(p, u)covp,u (777 g)

For the concrete examples presented at the end of subsection 3.2.2 the following domains D

and macroscopic rates are gotten:

{—1,0,+1}-model:

D= {(p,u) ERy xR : p+|u[ <1}
U(p,u) = pu
O(p,u) = p+u’.

Two lane models with n = 1:

D={(pu) eRy xR : p<1, |u| <z}
U(p,u) = p(1 = p)y(u)
D(p,u) = po(u) + pp1(u),
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where 1 (u) is odd, while po(u) and ¢1(u) are even functions of u, determined by the jump

rates of the model. In the simplest particular case with z = 1/2

U(p,u) = p(1—p)u
O(p,u) = (p—7)(1 —u?),

where v € R is the only model dependent parameter which appears in the macroscopic fluxes.
For details see [35].

3.2.5 The hdl under Eulerian scaling

Given a system of interacting particles as defined in the previous subsections, by applying Yau’s
relative entropy method (see [41] or the monograph [13]), one shows that under Eulerian scaling
the local densities of the conserved quantities p(t, z), u(t,x) evolve according to the system of

partial differential equations:

(3.16)

Op + 0¥ (p,u) =0
O+ 0, P(p,u) =0

where ¥(p,u) and ®(p,u) are the macroscopic fluxes defined in (3.14).

The precise statement of the hydrodynamical limit is as follows: Consider a microscopic
system which satisfies conditions (A)-(E) of subsection 3.2.2. Note that condition (F) of sub-
section 3.2.4 is not assumed. Let U(p,u) and ®(p,u) be the macroscopic fluxes computed for
this system and p(t,x),u(t,z) = € T, t € [0,T] be smooth solution of the pde (3.16). Let the

microscopic system of size n be driven by the infinitesimal generator
G" =nL™ +n'TOK",

where ¢ € [0,1) is fixed. This means that the main, asymmetric part of the generator is speeded
up by n and the additional symmetric part by n'*9. Let 1y be a probability distribution on

Q™ which is the initial distribution of the microscopic system of size n, and

pi = pge’”
the distribution of the system at (macroscopic) time t. The local equilibrium measure v]* (itself

a probability measure on ") is defined by

N | O
jeTn
This measure mimics on a microscopic scale the macroscopic evolution driven by the pde (3.16).
We denote by H(up|m"), respectively, by H(uy|v;') the relative entropy of the measure
py with respect to the absolute reference measure 7", respectively, with respect to the local
equilibrium measure v}*.

The precise statement of the Eulerian hydrodynamic limit is the following



ot
ot

3.3. THE MAIN RESULT
Theorem. Assume conditions (A)-(E) and let 6 € [0,1) be fized. If
H (g [vg) = o(n)
then
H (i [v') = o(n)
uniformly for t € [0,T].
Remark: Note that due to finiteness of the state space {2 the condition
H (g [ 71g) = O(n)

holds automatically.
The Theorem follows from direct application of Yau’s relative entropy method. For the proof
and its direct consequences see [41], [13] or [35]. For the main consequences of this Theorem

see e.g. Corollary 1 of [35].
3.3 Low density asymptotics and the main result: hydrody-
namic limit under intermediate scaling

3.3.1 General properties and low density asymptotics of the macroscopic
fluxes

The fluxes in the Euler equation (3.16) are regular smooth functions of in (p,u) € D.

From the left-right symmetry of the microscopic models it follows that
(p, —u) =2(p,u),  V(p,—u)=—-VY(p,u). (3.17)
It is also obvious that for u € [—u., u]
W(0,u) = 0. (3.18)

We make two assumptions about the low density asymptotics of the macroscopic fluxes.

Here is the first one:

(G) We assume that ¥,,(0,0) # 0. Actually, by possibly redefining the time scale and orien-

tation of space, without loss of generality we assume

U,,(0,0) = 1. (3.19)

From the Onsager relation (3.15) and obvious parity considerations it also follows that

©,(0,0) = U, (0,0)Varg(¢) = 1. (3.20)
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Note, that here we rely on the choice (3.5) of the scaling factor vy in (3.2).
We denote

1
7= 5 Puu(0,0). (3.21)

Our results will hold for v > 1 only.
From (3.17) and (3.19) it follows that

®,,(0,u) — ¥, (0,u) = (27 — D)u+ O(Jul?). (3.22)
The second condition imposed on the low density asymptotics of the macroscopic fluxes is:
(H) For u € [—us, us), u # 0

D, (0,u) — ¥,(0,u) # 0, (3.23)
Q,(0,u) #0, W, (0,u) #0 (3.24)

Remarks: (1) (G) is a very natural nondegeneracy condition: if W,,(0,0) vanished then in the
perturbation calculus to be performed, higher order terms would be dominant and a different
scaling limit should be taken.
(2) Due to (3.17), (3.19) and (3.22) conditions (3.23), (3.24) hold anyway in a neighborhood of
u = 0, and this would suffice, but the forthcoming arguments, in particular the proof of Lemmas
3 and 4 would be less transparent. We assume condition (H) for technical convenience only.
Condition (3.23) amounts to forbidding other non-hyperbolic pointson m, beside the
point (p,u) = (0,0). Condition (3.24) reflects the natural monotonicity requirements (i) and
(ii) formulated about the microscopic models at the beginning of Section 3.2.

We are interested in the behavior of the pde near the isolated non-hyperbolic point (p,u) =
(0,0). The asymptotic expansion for p+u? < 1 of the macroscopic fluxes and their first partial

derivatives is
U(p,u) = pu(l+O(p+u?), P(p,u)=(p+yu?)(1+O(p+u?)),
Uo(p,u) =u(l+O0(p+1u?)), Pplp,u)=140(p+u?), (3.25)
Uyu(p,u) =p(14+O(p+u?)), Pulp,u)=2yu(l+ O(p+u?)).

We are looking for “small solutions” of the pde (3.16): Let po(x) and up(x) be given profiles
and assume that p°(t,z), u®(t, z) is solution of the pde (3.16) with initial condition

p°(0,2) = e2po(z), u(0,2) = cug(x).
Then, at least formally,
e2p (e ) — p(tyx), e (et 2) — ul(t,z),
where p(t, z), u(t,z) is solution of the pde (3.1) with initial condition

p(0,2) = pol),  u(0,x) = uo().
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3.3.2 The main result

The asymptotic computations of subsection 3.3.1 suggest the scaling under which we should

derive the pde (3.1) as hydrodynamic limit: fix a (small) positive 8 and choose the scaling

MICRO MACRO
space nx x
time nlt+ht t
particle density n=2"p p
‘slope of the wall’ nBu U

Ideally the result should be valid for 0 < § < 1/2 but we are able to prove much less than that.

Choose a model satisfying the conditions (A)-(F) of section 3.2 and conditions (G-H) of
subsection 3.3.1, and let v be given by (3.21), corresponding to the microscopic system chosen.
Let the microscopic system of size n (defined on the discrete torus T™) evolve (on macroscopic

time scale) according to the infinitesimal generator
GTL — n1+,3LTL + TL1+B+6K7L.

with # > 0 and some further conditions to be imposed on 3 and § (see Theorem 2). Denote by

uy the true distribution of the microscopic system at macroscopic time ¢:

ui = pge”,
where p is the initial distribution.

We use the translation invariant product measure
n .__ n
m™Toi= 7Tn,2570

as absolute reference measure. Global entropy will be considered relative to this measure,
Radon-Nikodym derivatives of p}' and the local equilibrium measure v;* to be defined below,
with respect to ™ will be used.

Given a smooth solution (p(t, z), u(t,z)), (t,z) € [0,T] x T, of the pde (3.1) define the local

equilibrium measure vi* on Q" as follows
N || AT (3.26)
JjeT™

This time-dependent measure mimics on a microscopic level the macroscopic evolution governed
by the pde (3.1).

Our main result is the following

Theorem 2. Assume that the microscopic system of interacting particles satisfies conditions
(A)-(F) of subsubsections 3.2.2, 8.2.4 and the uniform log-Sobolev condition (I) of subsection
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3.6.2. Additionally, assume that the macroscopic fluzes satisfy conditions (G), (H) of subsection
3.3.1 and v > 1. Choose 3 € (0,1/2) and 6 € (1/2,1) so that

25—83>1 and 6+38<1. (3.27)

Let (p(t,z),u(t,z)), (t,z) € [0,T] x T, be smooth solution of the pde (3.1), such that
inf,er p(0,2) > 0 and let v}, t € [0,T] be the corresponding local equilibrium measure defined

Under these conditions, if
H (pg | v) = o(n'=2%) (3.28)
then

H(pp | vf) = o(n!=%P) (3.29)
uniformly for t € [0,T].

Remarks:
(i) From (3.28) via the identity (3.35) and the entropy inequality it also follows that

H(pg |7") = O(n'~29). (3.30)

See the beginning of subsection 3.4.2

(i) If v > 3/4, in smooth solutions vacuum does not appear. That is inf,c7 p(0,z) > 0 implies
inf (s )eo,m)xT P(t, ) > 0.

(ii) Although for the {—1,0,+1}-model we have v = 1, our proof can also be extended to cover
this model. Actually, in that case the proof is much simpler, since the Eulerian pde is equal to

the limit pde (3.1) and thus the cutoff function (see Section 3.5) can be determined explicitly.

Corollary 2. Assume the conditions of Theorem 2. Let g : T — R be a test function. Then
for any t € [0,T]

(i)
S o 2 [ gt s
jJETn n T
nf! Iy, LN x)u(t, z) dx.
]%T;Lg(n)Cg(t) /Tg( Yu(t,z) d
(ii)

H(pg | 7™) — H(pp | 7™) = o(n'=29).

See the proof of Corollary 1 in [35].
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3.4 Notations and general preparatory computations

This section completely standard in the context of the relative entropy method. So we shall be
sketchy:.

3.4.1 Notation
We denote
R (t) = n_(l_w)H(,u%1 |v}).
() = w07 (H (g |7) ~ H (i | 7))
We know a priori that ¢ — s™(t) is monotone increasing and due to (3.30)
s"(t) = O(1), uniformly for ¢t € [0, 00). (3.31)

In fact, from Theorem 2 it follows (see Corollary 2) that as long as the solution p(t, z), u(t, z)
of the pde (3.1) is smooth

s"(t) =o(1), uniformly for ¢t € [0,T].
For (p,u) € (0,00) x (—00,00) denote
7 (p,u) = 1(n"*p,n"Pu) — r(n=?,0)
0" (p,u) == nO(n"2p,n"Pu).

Note that, for symmetry reasons 6(n=2?,0) = 0. Mind that 7 is chemical potential rather than
fugacity and for small densities the fugacity A := e” scales like p, i.e. 7(n"25,0) ~ —23logn.
If p > 0 and u € R are fixed then 7 (p, u) and 0™ (p,u) stay of order 1, as n — oc.

Given the smooth solution p(t,x),u(t, x), with p(¢,2) > 0 we shall use the notation

70t z) =7 (p(t, ), ult, x)),
0" (t,x) :=0"(p(t,z),u(t,x)),
v(t,z) :=log p(t, ).

The following asymptotics hold uniformly in (¢,z) € [0,T] x T:

TO(ta) = o(t,o) +O(n),  0(ta) = ult,z)+OMm )
0,7 M (t,2) = Opu(t, ) + O(n~20), 0,0™(t, ) = Opul(t,z) + O(n=29) (3.32)
T (t,x) = Opv(t,z) + O, 8,0™(t,x) = Oy u(t,x

+

S
S
E
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The logarithm of the Radom-Nikodym derivative of the time dependent reference measure

v with respect to the absolute referencee measure 7" is denoted by f;*:

@) = og )

= Y {Fedm el (3.33)

jeTn

—GFM(, %) +7(n"28,0),n7P0"(t, %)) +G(r(n™?,0), 0)}

3.4.2 Preparatory computations

In order to obtain the main estimate (3.29) our aim is to get a Gronwall type inequality: we

will prove that for every t € [0, 7]

B () — B (0) = /0 " (s)ds < C /0 hn(s)ds -+ o(1), (3.34)

where the error term is uniform in ¢ € [0,7]. Because it is assumed that h™(0) = o(1), the

Theorem follows.

We start with the identity
HG ) — Ha ) / £y, (3.35)

From this identity, the explicit form of the Radon-Nikodym derivative (3.33), the asymptotics
(3.32), via the entropy inequality and (3.28) the a priori entropy bound (3.30) follows indeed,

as remarked after the formulation of Theorem 2.

Next we differentiate (3.35) to obtain

Beh™(t) = — / <n3ﬁL”fﬁ 4 3OO R 4 1428, f[‘) Ay — 9,s"(1).
(3.36)

Usually, an adjoint version of (3.36) is being used in form of an inequality. In our case this
form is needed. We emphasize that the term —d;s"(¢) on the right hand side will be of crucial
importance.

We compute the three terms under the integral.

nPL (W) = = Z du( t Yn3Byp; 4 — Z D t Ly, (3.37)

+AT(t, w) + A5 (t,w) + A5 (t,w) + A} (t,w),
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where A7 (t,w), i =1,...,4 are error terms which will be easy to estimate:
AM(t,w) = —Z 87’")15— — dyu(t, —)) n*Pap;,
JeT™
Ay (t,w) = — Z (0:0™(t, =) — dyult, —))nmgbj,
jET"
Aptw) = ~ 3 (VFO i) — 9, M (8, Ly)ny,
3\ n - ) n ) n ¥l
jeT™
1 .
Aw) = 3 (VL) 001 L))
JeT™

Here and in the sequel V" denotes the discrete gradient:

V' f(@) ==n(f(z+1/n) - f(2)).

See subsection 3.4.4 for the estimate of the error terms A;-‘(t,g), j=1,...,12.
Next,
1 N .
n3@+5antn(£) — 3846 Z ((vn)2 F(n) (t, %)“j + (vn) 0" (t, )X])
jET™
— A(w)

is itself a numerical error term. Finally

_ n 1 J J
n1H289, i (W) = - Z o(t, 5)(712[?,73. — p(t, ﬁ))
jeT™
Z@tut = BCJ—u(t —))

JET”

where
Athe) = % 2 (aﬂn(t’%) _at”(t’%))(”%m —p(t,%)),
JET™
AR (t,w) = - Z (0,0 (t,—) dult, ,))( ¢ — ult, 7))
JET™

are again easy-to-estimate error terms.

3.4.3 Blocks

We fix once and for all a weight function a : R — R. It is assumed that:
(1) a(x) > 0 for x € (—1,1) and a(z) = 0 otherwise,

61

(3.38)

(3.39)
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(2) it has total weight [a(z)dz =1,
(3) it is even: a(—x) = a(:L‘), and
(4) it is twice continuously differentiable.

We choose a mesoscopic block size [ = [(n) such that
1 <« nIH50/3 « (n) < n9F < n. (3.40)

This can be done due to condition (3.27) imposed on 3 and 0.

Given a local variable (depending on m consecutive spins)

& =&i(w) = &E(wiy - -+, Witm—1),

its block average at macroscopic space coordinate x is defined as
'2) = o) = 7 Z ( ) : (3.41)

Since [ = I(n), we do not denote explicitly dependence of the block average on the mesoscopic
block size 1.
Note that x — g"(x) is smooth

axE”( ) =20 §”w x)

°~\§

“nZ ()

and it is straightforward that

sup sup (3.42)

weN™ zeT

&,;E"(g,x)’ <C ( max §(w1,...,wm)>

W1 ye Wi,

~I=

For a more sophisticated bound on ‘axgn(g, x)’ see (3.108).
We shall use the handy (but slightly abused) notation

fA"(t,:B) = g”(é’(t",x).

This is the empirical block average process of the local observable &;.

For the scaled block average of the two conserved quantities we shall also use the notation
~n 26820 ~n . Brn
P (t,l') =nTn (t,$), u (t,l') =n C (ta .T)

Introducing block averages the main terms on the right hand side of (3.37) and (3.39)

become:
1 Jy,.36,, o L I\, 28,
- Z Dav(t, ) + ~ Z Ogu(t, = )n*g; = (3.43)
Jje™ Jje™
—Zavt— 3%" Zau 2%"()
JjeT ]ET"

+AZ(t,w) + Ay (t,w),
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respectively
1 j J 1 J J
- Z Ov(t, E)(nwnj — p(t, 5)) + - Z Opul(t, E)(nﬁCj — u(t, E)) =
JET™ Jje™
1 2B-~n J J
~ D dw(t, ) () — plt ) (3.44)
jern
1 .
- 3 Gt D) (T (L) —ult, 1)
jeTn
+ AT (8 w) + ATy (t, w)
where the error terms are
" 1 ji—k k
Aytt0) = - 3 (Gn0lt: ) = 7 K a7t ) )
jGT" k
n 1 j 1 ji—k k
ARt w) = nj;W (azu(t, 1) -2 zkja( ) dyu(t. ~)

. 1 joo1 j—k k
hhe) = 3 (Bt 2) -5 zk:a( —)dru(t, ~)
These error terms will be estimated in subsection 3.4.4.
Since [0, 7] x T 3 (t,z) — (p(t,x),u(t,x)), is a smooth solution of the pde (3.1), we have
OV = —udzv — Jru, O = —p0yv — yulyu.

Inserting these expressions into the main terms of (3.44) eventually we obtain for the integrand
n (3.36)

nP LU (w) + n?’ﬁ”K“f" (W) +n~ 0, (w) = (3.45)
LS et {30~ plt, Dyute, )
jET"

+= 37 et {0296 (L) — (p(t. 2) + yu(t, 2)?)
Jjem
= () = plt, 2)) = 29u(t, ) (07T (2) — u(t, L)) }
12
+) ARt w),
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where
nt) = % > ((9av) pu + (Do) (p + yu ))(t7%)
JET
= j;Waz(pu%—Sug)(tv )

3.4.4 The error terms A}, k=1,...,12

Lemma 2. There exists a finite constant C, such that for any n € N, t € [0,T] and for any

sequence of real numbers bj, j = 1,...,n the following bounds hold:

1 (1 I
JeT™ JET™ JET™
1 5 T
By (= D biG) on? =378 (3.47)
jeTn FET™
1 2 1 1 2
By (= 0 biuy) <On | =% b+ |~ D008 (3.48)
JET™ JeET™ jeT™
1 1 P —
EM?(E Z bj¢j) <C E Z b]’ +n ﬁ Z bj (3.49)
JeET™ jeT™ JjeT™

Proof. The proof relies on the entropy inequality

( > bi(& —Bm())) < (3.50)

JjeET™

S )+ e B (e {3 3 b6~ Ber(6) ).

JjeT™

where &; stands for either of n;, (5, 1j or ¢;. We note that all these variables are bounded and

‘ E7|—n (/)7‘7) ‘ S Cn_Qﬁu Varﬂ—n (77]) S Cn_2ﬂ,
|Ex(¢) | =0, Var ((;) <
‘ Ezn (%) ‘ =0, Var,« (qp]) < Cn=25,
‘ Epn (¢ ) | Var,» (qS )

From these bounds and the entropy inequality (3.50) the statement of the lemma follows directly.
O

Now we turn to the estimates on the error terms. We use the bounds (3.46), (3.47), (3.48)
and (3.49) of Lemma 2, the asymptotics (3.32) and uniform approximation of d, of smooth
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functions by their discrete derivative V". Straightforward computations yield

Eyp (A7(1) < C(n™7 +077) = o(1),

E.p (A3(t) < C(n~ 120 4+ n7F) = o(1),

E,.p (A5(t)) < Cn~ 1P = o(1),

E.p (A7) < C(n 120 4 n11F) = o(1),

Eyp (A5 () < C(n™HF0 4 7 HH29%0) = o(1),
E; (A3(t) < Cn™% = o(1),

E,p (47(t)) < On~% = o(1),

En (A§(1) < C(n™ P 4 nf171 4 07 1401) = o(1),
E.p (A3 (1)) < C(n 128 4 P17t 4 n=1467) = o(1),
E,r (AT, (1) <C(n '+ 17 +n71) = o(1),

E.p (Al (1) <O +n7') = o(1)

Finally, AT,(t) is a simple numerical error term (no probability involved):
(1) < On = of1).

3.4.5 Sumup

Thus, integrating (3.36), using (3.45) and the bounds of subsection 3.4.4 we obtain

h”(t):/o A" (s) ds+/0 B"(s)ds — s™(t) + o(1), (3.51)
where
A'(t) =B (T 5 {0 (9" - pu =i = ) = ol )} ) BRNCY::)
and )
B"(t) := E(% sz {(@eu) {n?6" — (p+7u2) = (7" = p) = 29u(@” — )} } (¢, %)) (3.53)

The main difficulty is caused by A"(t). The term B™(t) is estimated exactly as it is done in
[34] for the one-component systems: since ®(p,u) = p + yu? is linear in p and quadratic in u

no problem is caused by the low particle density. By repeating the arguments of [34] we obtain

/t B (s)ds < c/t B (s)ds + o(1). (3.54)
0 0

In the rest of the proof we concentrate on the essentially difficult term A™(¢).
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3.5 Cutoff

We define the rescaled macroscopic fluzes
U (p,u) := n*PU(n"Pp,nPu), D" (p,u) == n20(n"2p, n"Pu). (3.55)

defined on the scaled domain

D" = {(p,u) : (n"%p,n"Pu) € D). (3.56)
The first partial derivatives of the scaled fluxes are

‘IIZ (pv U) = nﬂ\Ilp(n*25p7 niﬁu% (I):)L(pa u) = (I)p(TL*Q'Bp, niﬂu)a

(3.57)
U2 (p, ) = 0200, (02 p,n0u), B2(p,u) = 0Py (0= p,nPu).
For any (p,u) € Ry xR
lim ¥"(p,u) = pu, lim ®"(p,u) = p + yu?,
n—oo n—oo
lim U7 (p,u) = u, lim ®7(p,u) =1, (3.58)
n—oo n—oo
lim W (p,u) = p, lim @} (p,u) = 2vyu.
n—oo n—oo
The convergence is uniform in compact subsets of Ry x R
Note that
WP (¢, @), 8" (1 @) = U (¢, ), (T (¢ ),
" (3" (¢, 2), 0" (¢, ) = n*PR@" (1, 2), O (¢, ).
3.5.1 The direct approach — why it fails?
The most natural thing is to write the summand in A" (¢) as
n — pu— u(p" — p) — p(a" — u) = (3.59)

nP @ =@, CM) + (PN (A — 5" + (7"~ p) @ u)

By applying Varadhan’s “one block estimate” and controlling the error terms in the Taylor
expansion of ¥, the first two terms on the right hand side can be dealt with. However, the
last term causes serious problems: with proper normalization, it is distributed with respect to
the local equilibrium measure v}*, like a product of independent Poisson and Gaussian random
variables, and thus it does not have a finite exponential moment. Since the robust estimates
heavily rely on the entropy inequality where the finite exponential moment is needed, we have
to choose another approach for estimating A" (¢).

Instead of writing plainly (3.59), we introduce a cutoff. We let

M > sup{p(t,z) V |u(t,z)| : (t,z) € [0,T] x T}.
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The value of M will be specified by the large deviation bounds given in Proposition 2 (via
Lemma 10).
Let I",J" : Ry x R — R be bounded functions so that

m+Jv=1,
I"(p,u)=1 for pVul <M,
I"(p,u) =0 for ‘large’ (p,u).

The last property will be specified later.
We split the right hand side of (3.59) in a most natural way, according to this cutoff:

" — pu— u(p" — p) — p(@" —u) = (3.60)

W (A — (5" + p" — pu) S (5", ")

(" — W, CN I (R, T
HU (B, T - A () + (B - p) (@ — w) I, ")

The second term on the right hand side is linear in the block averages, so it does not cause any
problem. The third term is estimated by use of Varadhan’s one block estimate. The fourth term
is Taylor approximation. Finally, the last term can be handled with the entropy inequality if
the cutoff I™(p, ) is strong enough to tame the tail of the Gaussianx Poisson random variable.

The main difficulty is caused by the first term on the right hand side. This term certainly
can not be estimated with the robust method, i.e. with entropy inequality: we would run into
the same problem we wanted to overcome by introducing the cutoff. The only way this term
may be small is by some cancellation. It turns out that the desired cancellations indeed occur

(in form of a martingale appearing in the space-time average) if and only if
J"(p,u) = S5 (p,u), (3.61)

where S™(p,u) is a particular Lax entropy of the scaled Euler equation

Op + 09" (p,u) =0
(3.62)
O+ 9, 9™ (p,u) =0,
with ¥"(p,u) and ®"(p,u) defined in (3.55). That is S™ is solution of the pde
LSy, + () — 9p) Sy, — @Sy, = 0. (3.63)

3.5.2 The cutoff function

In the present subsection we construct the cutoff function (3.61) and we state some estimates

related to it. These bounds will be of paramount importance in our further proof. They are
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stated in the technical Lemmas 3, 4 and 5. The proof of these lemmas is pure classical pde
theory and it is postponed to section 3.9.

First, in subsubsection 3.5.2, we formulate our construction and estimates in terms of Lax
entropies of the unscaled Euler equation (3.16). Then in subsubsection 3.5.2 we rescale these

estimates in order to get the necessary bounds on S™ and its derivatives.

A Lax entropy/flux pair S(p,u), F(p,u) of the system (3.16) is solution of the system of pdes
F,=9,5,+ ®,5,, E,=9,5,+ ®,5, (3.64)

defined on D. In particular the Lax entropy S(p,u) solves the pde:
UySpp + (Pu— ¥p)Spu — ®pSuu =0, (3.65)

The linear pde (3.65) is hyperbolic in D. One family of its characteristic curves are solutions

of the following ODE, meant in the domain D:

dp _ \/((I)u - ‘I’p)Q +4P, Ty — (Pu — Tp) (3.66)
du 29, ’ '

The other family is obtained by reflecting u to —u.

First we conclude that the line segment DN {u = 0} is not characteristic for the hyperbolic
pde (3.65). That is: is intersects transversally the characteristic lines defined by the differential
equation (3.66). Indeed, from the Onsager relation (3.15) and obvious parity considerations it
follows, that the right hand side of (3.66) restricted to {u = 0} becomes (Var,(n)/Var,o(¢)) 1/2
and this expression is obviously finite for r € [0, p*). It follows that the Cauchy problem (3.65),

with the following initial condition:
S(r,0) = s(r), Su(r,0)=0, r € [0,p%) (3.67)

is well posed.
In our concrete problem the function s(r) will be chosen as follows: we fix 0 < r < 7, and
define

0 if r €[0,r),
rlog(r/r) —(r —r . .

s(r) = g(lég()r /r() D itrefrn), (3.68)
r—m if r € [F,00).

Note that s(r) and §'(r) are continuous.
We first analyze the global structure of the characteristic curves. Due to the assumption

(H) imposed on-, and regularity of the flux functions ® and W, there exists some py > 0 such
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that the ODE (3.66) is regular in {(p,u) € D : p < po and (p,u) # (0,0)}. We shall not be

concerned about what happens outside this strip. Denote by o(u;r) the solution of the ODE

(3.66) with initial condition o(0;7) = 7.

Lemma 3. There exist constants 0 < Cy < C1 < 00 and ro > 0 such that for any r € [0, 1]
r+ Civ/ru < o(u;r) < r+ Co/ru if u <0,

-3 1 (3.69)

r<o(ur)<r+C; (\/?u/\r‘lv%u?v*l) if u>0.

The inequalities are valid as long as (o(u;r),u) € D. The map u — o(u;r) is regular and

monotone increasing.

See subsection 3.9.1 for the proof of this lemma.

For r < rop we partition the domain D in three parts as follows

Di(r) = {(p,u) €D:p<o(=|uf;r)}
Dy(r) = {(p,u) €D:p>o(lul;r)}
Dy(r) = {(p,u) € D:o(=|ul;r) <p<o(lul;r)}

= D\ (Di(r)UDy(r)).

See Figure 1 for a sketch of the domains Dy (r), Da(r), D3(r).

From Lemma 3 it follows that

{(puw) 10 < p<r—Crv/rlul} € Di(r) € {(p,u) :0 < p<r— Cov/rlul},

{(p.u) : 7+ C1v/rlu| < p} € Da(r) C {(p.u) : 7 < p}, (3:70)

and for 0 < r < 7' <7y
Dy(r) C Dy(r'), Dy(r") C Dao(r). (3.71)
From now rq is fized for ever and we denote
D := D (ro).

This domain is a rectangle in characteristic coordinates with diagonal DN {u = 0}, as opposed
to D which may not be a full characteristic rectangle. (Actually, choosing the characteristic
coordinates in a natural symmetric way, z(p,u) = w(p, —u), the domain D is a square in char-
acteristic coordinates.) Note that D3(rg) N{u > 0} and D3(rg) N{u < 0} are also characteristic
rectangles.

Next we turn to the construction of a particular family of Lax entropies which will serve for

obtaining the cutoff functions needed. We fix 0 < r <7 < rg. and define S : D — R as follows:
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Figure 3.1: D1 y D27 Dg

(i) In D: S(p,u) is solution of the Cauchy problem (3.65)+(3.67) with s(r) given in (3.68).
Note that

0 if (p,u) € D1 (r) C D,
S =3 roy o (3.72)
p—m if (p,u) € Do(7) N D.

(ii) In Do(7):

r—r
=p— ——F, if Do(T .
S(pv 'LL) P log(?/z) ) 1 (p7 'LL) S 2(7’) (3 73)
Note that there is no contradiction: in D N Da(r), (i) yields the same expression.

(i) In D3(7) \ D: S(p,u) is defined as solution of the Goursat problem (3.65) with boundary

conditions on the characteristic lines 8D NDs(F), respectively, 9Dy (7) \ D provided by (i),
respectively, (ii).

Note that S(p,u) is solution of the pde (3.65), globally in D.
We denote

Dsy(r,7) = D\ (Di(r) UDy(7))
(D1(7) N Da(r)) U (D1 (7) N Ds(1))
U(Ds3(7) N Da(r)) U (D3(F) N Ds(r)).

The following lemma provides the necessary bounds on the partial derivatives of S(p, u) (up
to second order) in the domain D3(r,T).
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D3(£’r) \‘
~ S

Figure 3.2: D3(r,T)

Lemma 4. There exists a constant C < oo such that for any 0 < r < T < 19 and S(p,u)
defined as above the following global bounds hold:

|S,0(p7 U) - ]IDQ(F) (p7 U)’ < C ﬂ’Dg(f,?) (pau)a (374)
< - = .
‘S’u(p7 U)’ = 10g(?/z) ]1'173([77’) (p,u), (3 75)
C 1
< _ .
|Spp(p’ u)’ = log(F/z) r+ P ]]-Dg([,r)(pvu)7 (3 76)
1Spu(pu)| < ¢ ! 1 (p,w) (3.77)
P logl/n) i+ ot ul D |
C
< - = .
|Suu(p7 u)’ = log(?/ﬁ) ]1D3(£,7") (pv u)a (3 78)

This lemma is proved in subsection 3.9.2.
Beside the bounds on the partial derivatives of S(p,u) we shall also need a bound on the
function F'(p,u) — ¥(p,u)S,(p,u). From (3.64) and (3.72) it follows that
0 if(pu) € D),
F(p,u) = _ _
U(p,u) if (p,u) € Dy(F).
Lemma 5. With the assumptions and notations of Lemma /

%(T + )y (0, ). (3.79)

F () = (o, 0)Sy(p,)| < o

See subsection 3.9.3 for the proof of this lemma.
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The scaled functions S™(p,w), F™(p,u) are defined on the scaled domain D" given in (3.56), as
follows: fix 0 < r < 7 < oo and define the unscaled Lax entropy/flux pair as in the previous

section but with downscaled initial conditions
S(r,0) =n"2Ps(n®r),  S,(r,0)=0. r € [0,p%), (3.80)

with the function r +— s(r) given in (3.68). Now, define the pair of scaled functions S™, F"™ :
D" — R as

S"(p,u) :=n*S(n"p,n"Pu), F™(p,u) :=n*’F(n=%p,n"Pu). (3.81)
It is straightforward to check that S™, F™ form a Lax entropy/flux pair of the pde (3.62):

FP=Unsr 4 1sT,  Fy = ULSh 4 oSy (3.82)

prur u~u

in particular S™ solves the pde (3.63).

We partition the scaled domain
D" =Di(r) UDy(r) UD5(r,T)
with the partition elements
D) == {(p,u) € Dy : (" p,n"Pu) € D1 (n"?°r)}
Dy(7) i= {(p,w) € Dy s (02, n ) € Dy(n~27)}
DI(r,7) == {(p,u) € Dy : (" p,n"Pu) € D3(n=2 r,n="27)}.
In the following Proposition we summarize our main estimates formulated in terms of the

scaled objects. The statement is a mere corollary of the previous lemmas. It follows by simple
scaling from (3.70) and (3.74)-(3.79).

Proposition 1. There exists a constant C' < 0o, such that given any 0 < r <7 < 0o and the
scaled Lax entropy/fluz pair defined as prescribed above, the following bounds hold uniformly in
n:

Di(r) > {(pu):0<p<r—C ' yrlul} (3.83)

Dir,7) C {(p,u):p<T+CVF|ul} (3.84)
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1S5 (p,0) — Ipgn (o )] < C ey (0, 1), (3.85)
C(VT - 1)
n < — Y Ny = .
|Su (p7 u)‘ = IOg(F/ﬂ) Dy (r,F) (pa ’LL), (3 86)
C 1
n < — n 3 .
|Spp(p> u)‘ = log(?/z) r+p ]lD3 (r,7) (P7 U), (3 87)
LR e— R ) (3.88)
pull = log(T/r) T+ /P + |ul Dy (r,7)\P> W), .
C
n < ——png,. = .
|Suu(p7u)‘ = IOg(F/ﬁ) D3(£,7‘)(IO7U’)7 (3 89)
n n m C\/% — 2
[F" (p, u) — ¥ (p, u) Sy (p, u)| W(T + u”)Lpr 7 (05 w). (3.90)

Due to (3.83) we can choose r large enough to ensure that for all n
{(pyu) : pV [ul < M} C D}(r), (3.91)

where M is specified by the large deviation bounds given in Proposition 2 (via Lemma 10).

Further on, we choose 7 so large that
-1
_c < (100 sup |logp(t,z)] (3.92)
log(7'/r) (t,z)€[0,T]xT ’ ’ .

and thus the bounds (3.87)-(3.89) of Proposition 1 are sufficient for our further purposes.

3.5.3 Outline of the further steps of proof

In section 3.6 we present the main probabilistic technical ingredients of the forthcoming proof.
These are variants of entropy inequalities and of the celebrated one and two block estimates.

In Section 3.7 we give an estimate for the terms with ’large’ values of (p,u), we prove that

tl E v) (n3PYm) T (5", an si s
L pn 1s” t"s s+ o0
< Sh) + 5 (t)+C/0h()d+ (1).

In Section 3.8 we estimate the terms with ’small’ values of (p,u), the section is divided into
four subsections.

In subsection 3.8.1 we prove

1

B ZT: {(000) (7w + o — pu) """ (s, %) (3.94)

< Ch™(s)+o(1).



74 CHAPTER 3. PERTURBATION OF SINGULAR EQUILIBRIUM

In subsection 3.8.2 we prove the one block estimate

t .
l 3B(m (s n nion ~n J
=o(1).
In subsection 3.8.3 we control the Taylor approximation
E l Z {(a ’U) (\I/”(ﬁn a") — ﬁnan) (" an)}(s l) (3.96)
" jeTn : 7 7 n

< Ch"(s)+o(1).
Finally, in subsection 3.8.4 we control the fluctuations

B( LS @) - o) @ —w) i) s ) (3.97)

JjeT™

Having all these done, from (3.52), (3.60) and the bounds (3.93), (3.94), (3.95), (3.96), (3.97)
it follows that

e Ljn }s" t”s s+o
/OA (s)ds < L h"(1) + ¢ (t)+c/0 B (s)ds + o(1). (3.99)

Finally, from (3.51), (3.54), (3.98) and noting that s™(t) > 0 we get the desired Gronwall
inequality (3.34) and the Theorem follows. Note the importance of the term —d;s"(¢) on the
right hand side of (3.36).

3.6 Tools

3.6.1 Fixed time estimates

In the estimates with fixed time s € [0, 7] we shall use the notation
L=L(n) :=n"2%1. (3.99)

Note that L > 1 as n — oo.

The following general entropy estimate will be exploited all over:

Lemma 6. (Fixed time entropy inequality)
Letl1 <n,V:Q — R and denote V;(w) == V(wj,...,wjti—1). Then for any vy >0

1 1 11
E(E > vian) < S OR S Y logEyy (exp {7 LV;}).

JET FETn
(3.100)
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This lemma is standard tool in the context of relative entropy method. For its proof we refer

the reader to the original paper [41] or the monograph [13].

Proposition 2. (Fixed time large deviation bounds)
(i) For any € > 0 there exists M < oo such that for any s € [0,T]

1 n | om J n
E(= > {145+ @) Lgrvansan (s, 2)) < 2h"(s) +o(1). (3.101)
jemn
(11) There exist C < oo and M < oo such that for any s € [0,T]

E(% > {1 Wgnvjani=an (s, %)) < Ch™(s)+o(1). (3.102)

jeT™

The proof of Proposition 2 is postponed to subsection 3.10.1. It relies on the entropy in-
equality (3.100) of Lemma 6, the stochastic dominations formulated in Lemma 9 (see subsection
3.10.1) and standard large deviation bounds.

We shall refer to (3.101) and (3.102) as large deviation bounds.

Proposition 3. (Fixed time fluctuation bounds)

For any M < oo there exists a C < oo such that the following bounds hold:

E(% S A -l (s, %)) < Ch"(s) + o(1), (3.103)
JEeT™

B(- 3 {17~ o Ugnean } (5, D) < Ch(s) +0(1). (3.104)
JjeT™

The proof of Proposition 3 is postponed to subsection 3.10.2. It relies on the entropy
inequality (3.100) of Lemma 6, and Gaussian fluctuation estimates.
We shall refer to (3.103) and (3.104) as fluctuation bounds.

3.6.2 Convergence to local equilibrium and a priori bounds

The hydrodynamic limit relies on macroscopically fast convergence to (local) equilibrium in
blocks of mesoscopic size [. Fix the block size [ and (N, Z) € N x (wg/2)Z with the restriction
N € [0,lmaxn], Z € [lmin ¢, max (] and denote

l l
Qév,z = {QEQZ : an:N,ZCj:Z},
j=1 j=1

Wﬁv,z(ﬂ) = Wi\,e@\ an = N-ZCJ' = 7),
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Expectation with respect to the measure 775\,7  is denoted by Eﬂv Z( . ) For f: Qﬂv 7 — Rlet

-1
’on

KN Zf = Z Z S wjaijrl;w,?w”) (f(@uj,jilw) f(@))?

j=1w" w"
1 - )
Dﬁv,z(f) =3 ZEé\TZ Z s(wj,wj+1;w’,w”)(f( ;J,iw) f@))
j=1 w! W'

In plain words: Ql]v,z is the hyperplane of configurations w € Q' with fixed values of the
conserved quantities, 7r§\,’ 4 is the microcanonical distribution on this hyperplane, K f\, 4 is the
symmetric infinitesimal generator restricted to the hyperplane QlN 7, and finally Dé\,’ 4 is the
Dirichlet form associated to K f\, 4. Note, that K f\,  is defined with free boundary conditions.
The convergence to local equilibrium is quantitatively controlled by the following uniform

logarithmic Sobolev estimate, assumed to hold:

(I) Logarithmic Sobolev inequality: There exists a finite constant X such that for any [ € N,
(N,Z) € N x (wo/2)Z with the restriction N € [0,lmaxn], Z € [l min(,!max(], and any
h: Qév,z — R4 with EfMZ(h) = 1 the following bound holds:

Ely ,(hlogh) < RI2Dly , (\/E) . (3.105)

Remark: The uniform logarithmic Sobolev inequality (3.105) is expected to hold for a very
wide range of locally finite interacting particle systems, though we do not know about a fully
general proof. In [42] the logarithmic Sobolev inequality is proved for symmetric K-exclusion
processes. This implies that (3.105) holds for the two lane models defined in subsection 3.2.
In [8] Yau’s method of proving logarithmic Sobolev inequality is applied and the logarithmic
Sobolev inequality is stated for random stirring models with arbitrary number of colors. In
particular, (3.105) follows for the {—1,0, +1}-model defined in subsection 3.2.

The following large deviation bound goes back to Varadhan [39]. See also the monographs
[13] and [6].

Lemma 7. (Time-averaged entropy inequality, local equilibrium)
Let1 <n, V: Q' — Ry and denote V;(w) := V(wj, ..., wjri—1). Then for any v > 0

Z/ Vi(XMds | < (3.106)

N3 ( Lo 2plTEsHey

l
2oy 135 xp Waxlog By 7 (exp {7V} ))-

Remarks: (1) Since
nlt38+s

L =),



3.6. TOOLS 7

in order to apply efficiently Lemma 7 one has to chose v = 7(n) so that

Efy z(exp{7V}) =0(1),

uniformly in the block size [ =I(n) € N, and in N € [0,/maxn] and Z € [l min ¢, max(].

(2) Assuming only uniform bound of size ~ (XI?) ~! on the spectral gap of K 5\,  (rather than the
stronger logarithmic Sobolev inequality (3.105)) and using Rayleigh-Schrodinger perturbation
(see Appendix 3 of [13]) we would get

Z/VX" <

JET"
N3 ”VHOO n( ) Ly H]}H ( maxy,z EéV,Z (V) n maxy,z VaréV,Z(V))
2nl+8A+0 = [V]loo VI3 ’

which would not be sufficient for our needs.
(3) The proof of the bound (3.106) explicitly relies on the logarithmic Sobolev inequality (3.105).
It appears in [43] and it is reproduced in several places, see e.g. [6], [7]. We do not repeat it
here.

The main probabilistic ingredients of our proof are summarized in Proposition 4 which is
consequence of Lemma 7. These are variants of the celebrated one block estimate, respectively,

two blocks estimate of Varadhan and co-authors.

Proposition 4. (Time-averaged block replacement and gradient bounds)

Given a local variable £ : Q™ — R there exists a constant C such that the following bounds hold:
() )
(/ /\{5" 2@, M} (s, 2)[ dxds) < C%M (s™(t) + o(1)). (3.107)
(ii)
E </ot/11‘ |8x§”(s,x)‘2dx ds> < C’nlf?’ﬁ*‘s(s"(t) +0(1)). (3.108)

(iii) Further on, if £ : Q@ — R (that is: it depends on a single spin) and &(w) = 0 whenever
n(w) = 0 then the following stronger version of the gradient bound holds:

The proof of Proposition 4 is postponed to subsection 3.10.3. It relies on the large deviation
bound (3.106) and some elementary probability estimates stated in Lemma 13 (see subsection
3.10.3).

We shall refer to (3.107), respectively, (3.108) and (3.109) as the block replacement bounds,

respectively, the gradient bounds.
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We shall apply (3.107) to £ = ¢ and £ = . From (3.108) it follows that

E (/Ot/T |0,3" (s, 2)|* do ds) < On' P (s™(t) + o(1)), (3.110)
E (/Ot/T ‘&Cﬁ”(s,m)fdxds) < On™B3(s7(t) + o(1)). (3.111)
Using (3.109) the last bound is improved to
(/ / ‘a’”” d ds) < On' P (s™(t) + o(1)). (3.112)
The bound (3.109) will also be applied to & = x (see (3.12) and (3.13)) to get
(/ / |n258 " ’ dx ds) < Cnlfﬁ*‘s(s"(t) +0(1)). (3.113)

3.7 Control of the large values of (p,u): proof of (3.93)

3.7.1 Preparations

In the present section we prove (3.93). First we replace %EJET” -+ by [p--- dz. Note that

given a smooth function £ : T — R

P rd) - [P < < J1o:F @ dm) " (3.114)

JET™

Hence it follows that
(/ Z 8 v) (W33 J )}( i)ds) - (3.115)

je™
E ( /0 t /T {(@:0) (n*07) 75" ") (s, 2) ds) s

where A75 is again a simple numerical error term:

|AT| < Cn351{1 + \/E </O/T axlzn(s,x)f da;ds) + \/E (/Ot/qryam(s,x)ﬁ da:ds)
+\/E </0t/1r|3xﬂ”(s,x)|2 dmds) }

= 00l =o(1). (3.116)

In the last step we use the most straightforward gradient bound (3.42). (Using the gradient
bound (3.108) we could obtain the much better upper bound

Ay = O\ =2 TD2) = o171,
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but we do not need this sharper estimate at this stage.)
So, we have to prove that the first term on the right hand side of (3.115) is negligible. Recall
that J" = S7. We start with the application of the martingale identity:

E(/T{{US”(ﬁ”,ﬂ”)}(t,x)—{vS”(ﬁ“,ﬂ 1(0,2) / [(80)S" (7", @)} (s. )ds} dm) _
E (/(:/Tu(s,x) (nHﬂLnsn(ﬁ“(x),a"(x))) (X:)dxds>

t (3.117)
+E ( /O /T (s, ) (RS (7 (), T (2) ) (A7) d ds>

3.7.2 The left hand side of (3.117)

From (3.85), (3.86), and (3.91), we conclude that

5™ (p, )| < C (p+ [ul) Lypyjuf>nry-

Hence, using the large deviation bound (3.101) it follows that, by choosing M sufficiently large

we obtain

5(; 3

jeT

S”(ﬁ”,ﬂ”)(s,i)‘) < e h™(s) + o(1).

Hence, applying again (3.114) we get
1 t
[Lhus. of (3.117) | < L (1) + C / B (s) ds + of1). (3.118)
0

Remark: Note that this is the point where M and thus the lower edge of the cutoff is fixed.
Also note the importance of the factor 1/2 in fromt of h™(t) on the right hand side.

3.7.3 The right hand side of (3.117): first computations

First we compute how the infinitesimal generators n'*#L" and n!'*#+9 K™ act on the function

w = S"(p" (), u"(x)):
ntPLRS™ (P (z), 0" (x)) = (3.119)
(80", @) (n¥0,0") + S2(7", @) (10,6") b @) + Afy(a),

n! TR S (5 (@), 0" () = (3.120)

nT ARG ) (PP 2R + SR, an)(”ﬂagfn)}(x) + A5(2),
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where A7y(x) and Afy(z) are the following numerical error terms:

(@) = Aly(wa) =0 Y0 7wy wipne W)
JET™ W' W' eN
25 s i
{5"6"@) + " () — (L) of )

n? nr —j nr—j—
(™) - oML - )

—5"(p" (x), 0" (v))

n? |, nx—j
=S5 (0" (@), 8" @) T () (o =)

nf nr —j

=S5 (7" @), (@) g (C ) = )

f5(2) = Afs(w, @) == 0PN TN T s(wg,wips W) X

JET™ W W' eN

n28 nr—j nr—j—
{S”(ﬁ"(m)+T(a( z ])—a(fjl))(ﬂl—nj%

n?, nx—j nr—j—1
- ) —al

N =G)

R RE ) K (AT

n® , nx—j

53" @), 1) e (M) (¢ - )

+57 (P (x),u"(x)) x

14+38+90 i 1 i

n nr — j nr — j

T {a'( ) (K1 = ) + 7’ ( )ﬁj}
JeT™

877 (). T (x))
plt2h+o nr —j 1 nr —j

m 2 T )+ g P

These error terms are easily estimated: using the fact that the second partial derivatives of S
are uniformly bounded and ¢ and 7 are bounded, by simple Taylor expansion after tedious but

otherwise straightforward computations we find:

sup sup |AY(w, )| < Cn'T3P172 = o(1), (3.121)
wen™ zeT
sup sup |A%s(w, )| < Cnt+PH91=3 = o(1). (3.122)

weQ™ zeT
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No probabilistic arguments are involved in these bounds. The global (averaged and integrated)

error introduced by these terms will be of the same order.

Next we do some further transformations on the main terms coming from the right hand
sides of (3.119) and (3.120). Performing integrations by part, introducing the macroscopic fluxes
and using (3.82) we obtain:

= [ {SpE a0, (5 + S 1)0. (795) b o) o =
T

/ Oru(a){ (") Sy (7",
T

"3
3
——
8
S~—
U
8

Note that, since J" = S7, the first term on the right hand side is exactly the expression in the
main term on the right hand side of (3.115). Estimating the other terms on the right hand side
of (3.123) is the object of the next subsection.

Now we turn to the main term on the right hand side of (3.120). Here, straightforward
integration by parts yields

- /T v(m){Sﬁ(ﬁ”,ﬂ")(nwagﬁn) + Sg(ﬁn,ﬂ”)(nﬁai)/{")}(x) do = (3.123)
u")(nm@w?% )+ Sp (", )(nﬁ(?x)?”)}(x) dz

n"‘r’L

2)

\\

)(0:7") (n20,7)

+ S5 (

=

) ((0:") (02 0,7") + (8:7") (n0:") )
+ 8™ (5", ™) (0,7 (n0.%") }(a:) dz

We will estimate the terms emerging from the right hand side in the next subsection.
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3.7.4 The right hand side of (3.117): bounds

We note that
|[FM (@A) = (P, a)Sp (" ah)] < O L+ @) Lignyjan >y
see (3.90) and (3.91). Hence, applying the large deviation bounds (3.101) and (3.102) we obtain
(/ ‘ F” A an) m”(ﬁ,a”)sg(ﬁ,a")}(s,x)‘ dx) (3.124)

< Ch"(s)+o(1).

We use
ISy (p",u")| < C,

see (3.86) and the first block replacement bound (3.107) to obtain:

~

E </:/T Hn%sg(ﬁ”,a")@" - @(ﬁ"’,("))}(s,x)‘ dz ds> (3.125)

< Cln 170402 — (7).

Next we use

S| € e[S S
log(T/r)r +p log(T/r) \/T+ /7"
C
| S (P, u™)| < Tog (/1) (3.126)

see (3.87), (3.88), respectively, (3.89), and note that here we do not exploit the fact that the
constant factors on the right hand side are actually small. These, together with the block
replacement bounds (3.107), the gradient bounds (3.110), (3.112) and the bound (3.31) on the

relative entropy s"(t) yield the following four estimates:

(s, ) dmds) < Clnf~% =0(1),

(s,x) dxds) < CInf~% =0(1),
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Using

Spnan| <o IsiEnan| < C.

see (3.85) and (3.86), and the gradient bounds (3.110), (3.111) we obtain the following two

bounds:
n- 1R (/ /‘ S" P )}(Sﬂf)‘ dﬂcd8>

< C«n(—1+5+3ﬁ)/2 — 0(1)’

) ( /0 t /T {su. @) }s.2)| da:ds)

< Cn1He+)/2 - o(1).

(3.128)

The following bounds are of paramount importance and they are sharp. We use (3.126) again
and note that here we exploit it in its full power: the constant factor on the right hand side is
small. These and the gradient bounds (3.110) and (3.112) yield the following three bounds:

AR ( /0 t /T L5, ) (0" (00,57) (s, 2)] dxds)

< es™(t) +o(1),
i /T {77 (08 (n20,77) b s, )| da ds>

n- AR

< es"(t) + o(L),

<
(]
<

{s;}u(ﬁaa")(ax ) (n°8,%") dmds (3.129)
< es™(t) + o(1),
n IR {Smpm @) (00" (n"0,%") | dxds)
< es™(t) +o(1).

The ratio 7/r is chosen so large that

1
¢ sup |u(t,z)| < =. (3.130)
(t,2)€[0,T]xT 2
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3.7.5 Sumup

The identities (3.119), (3.120), (3.123), (3.123) and the bounds (3.121), (3.122), (3.124), (3.125),
(3.127), (3.128), (3.129) yield

‘E </0t/11“{(amv) (n*%m) S}}(ﬁ”ﬁ”)}(s,x) da ds) - (r.h.s. of (3.117))‘

<L (t)-|—c/th"(s)ds+0(1). (3.131)
0

Finally, from (3.115), (3.116), (3.117), (3.118) and (3.131) we obtain (3.93).

l\D

3.8 Control of the small values of (p,u): proof of the bounds
(3.94) to (3.97)

3.8.1 Proof of (3.94)

We exploit the straightforward inequality
[0, )| = |Sp(p™, )| < C Lignyjan|>nrys

see (3.85) and (3.91), and boundedness of the functions p(t, x), u(t, x), 0yv(t, x). Thus, applying
the large deviation bound (3.101) we readily obtain (3.94).

3.8.2 Proof of (3.95)

This is very similar to what has been done in various parts of subsection 3.7.4. We use the
block replacement bound (3.107) and the bound

"(p", )| = |1 = Sp(p",a")| < C (3.132)
which follows from (3.85). We readily obtain
</ / ‘ 35 v(n", )) ‘I“(ﬁ”,ﬁ")‘}(s,x)’ dsdac)
< CInlT1IT002 = o(1),

which proves (3.95).
3.8.3 Proof of (3.96)
We write

I"(p", ") = Lgnypan i<y + Dgnviansanp I (0", 0"), (3.133)
and note that, by Taylor expansion of the function (p,u) — ¥(p,u)

(", @) — P gpnvjan <y < Cn~ 2
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On the other hand
v (p",u")| < Cp" |u"|
and
7 I, < O(1 + @), (3.134)
see (3.70) and (3.85). Thus
) - 7 1) < € (n72 4 (@01 ) Loy )
From this, using the large deviation bounds (3.101) and (3.102) we obtain (3.96).
3.8.4 Proof of (3.97)
We use again (3.133) and (3.134) and get
(0" = p) @ —u) "™ @] < [(7" = p) (@ = 0| Liprvjani<any
+C (1 @ + 13 ) Lprvjan>any
Now the fluctuation bounds (3.103), (3.104), and the large deviation bounds (3.101), (3.102)

together yield (3.97).

3.9 Construction of the cutoff function: proofs
3.9.1 Proof of Lemma 3

Proof. We sketch the proof for u > 0 and leave the very similar u© < 0 case for the reader. Let
p1 > 0, u; > 0 be so chosen that for (p,u) € [0, p1] x [0, u1] the following bounds hold with a
fixed ¢ > 0:

|Pu(ps ) = Wp(p,u) = (2v = Du| < cu(u® + p),
|, (p,u) = 1] < c(u? + p),
[Wulp,u) = p| < ep(u? + p),
and
Bulpru) ~ Uplpru) 20 for (p,u) # (0,0).

This can be done due to the (p,u) — (0,0) asymptotics of the macroscopic fluxes ® and V.
It follows that as long as (o (u;7),u) € [0, p1] % [0,u1]

dp _ 2p(1+(p+u?))
du = /2y — 12 +4p+ (2y — Du
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This implies
4y=3 1
U(u; 7’) <r+C (ﬁu A 7”47*2u27*1)

with a positive C, as long as (o(u;r),u) € [0, p1] % [0, u1].

From our assumptions it also follows that for p < p; and v > u;

dp

— <
du =P
where -
b := sup u(p; u) < 00.
p<pi P (Pulp,u) —V,(p,u))

u>ul

Hence it follows that for v > uy
o(uyr) < o(ui;r) exp{b(u — u1)}

as long as o(u;r) < p;.
Putting these two arguments together the upper bound

4v—3

1
o(u;r) <r+Cy (\/?u/\r‘l%?u?%l) , u>0, r<ry,

follows with
4v—3 1
ro = sup {7’ : (r +C <\/;U1 A 7“”2711271)) exp{b(u” —u1)} < p1} ,

and
1

_ rm(exp{b(u* —up)} — 1)
uy

Cq + Cexp{b(u* —u1)}.

3.9.2 Proof of Lemma 4

Note first that given the bounds (3.25) and condition (H) of subsection 3.3.1, (3.78) follows
directly from (3.77), (3.76) and (3.65). So, we shall concentrate on (3.74)-(3.77) only.
By differentiating in the pde (3.65) and applying straightforward transformations we obtain

the following differential equations for S,, Sy, Sy, and S, respectively:

Uu(Sp) ,p + (Pu = T0)(Sp) 1, = ©p(Sp) y, + (3.135)
Wy (I)u — \IIP _
+, (<I>,,>p (Sp), + @, (q)p)p (S,), =0,
W (Su) pp + (Pu = ) (Su) py = Pp(Su) y + (3.136)

(Pu - \Ilp (I)P —
oo (), e (37, 0. =0
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WulSpp),, + (Pu — \I’p)(spp)pu —D,(Spp)pu (3.137)
+20, <i:>p (Spp), +22, (‘I)u‘;p‘l’p>p (Spp)u = Py (i:)pp Spo
=-9, <(I)U(I:p‘1’p>pp S pus
Pu(Spu) ,p + (Pu = Cp) (Spu) pu = Po(Spu) (3.138)

D, v, v,
__{% (o) (5) +(5) }5
u P pu

Because of the conditions outlined in subsection 3.3.1 all the coefficients are smooth functions,
if p is small enough.

The respective initial conditions are

log(r/r)
Sp(p,0) = Wﬂ{pe[g,ﬂ} + Lgpefrrol}s (Sp)u(p,0) =0, (3.139)
Su ,0 :0, Suu ,0 == — 1 7|} 3140
PO =0 SO = gy .0 le o
-1
0
Spp(p;0) = Wn{pé[ﬁ,?]}v (Spp)y(p,0) =0, (3.141)
Spﬂ(f% 0) =0,
1 Yu(p,0) ) L Wy(p,0) _
Sou ,0) = — — p—1r)—398(p—7)}.(3.142
Sl = e 3,(0,0) ), Tog(r/r) p,(p,0) O 7 7T (3142)
Observe, that because of the asymptotics (3.25) we have
Pu(p,0) < Pu(p,0) )
B 14 0(>p), 2L (p,0) =0(1). 3.143

In order to understand the pdes (3.135)-(3.138) first we analyze in general the pde
\Ijufpp + (‘pu - ‘llp)fpu - (I)pfuu + Afp + Bfu + Gf =0, (3'144)

the functions {4, B, G} = {A, B, G}(p,u) being given on the left hand side of the pdes
(3.135)-(3.138). It is easy to check that A and G are even, B is odd with respect to u and also
that x := A(0,0) is 1,2y — 1,2, 27, respectively, in the four cases.
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We solve in D the Cauchy problem (3.144) with the initial condition

f(p,0) = s(p), fu(p,0) =t(p),  p€0,ro]. (3.145)

The functions s(p) and t(p) will be identified with the various expressions in (3.139)-(3.142).
Then, in D3(7) \ D we solve the Goursat problem (3.144) with boundary conditions
f(r1,0) on  9Ds(F) \ D,

flp,u) = given by the solution of on OB Dy(P) (3.146)
the previous Cauchy problem S\

Mind that f(r;,0) =1 in the case of (3.135) and f(r;,0) = 0 in the cases (3.136)-(3.138).
The pde (3.144) is hyperbolic in the domains considered. Its Jacobian matrix is

v, 0,
D = D(p,u) = . (3.147)
o, @,
The eigenvalues of D(p,u) are
A 1
p }:iz{\/(@u—mp)2+4¢pqzu¢ (@u—\pp)} + @, (3.148)

Mind that from the Onsager relation (3.15) it follows that for any (p,u) € D (@, — \Ilp)2 +
49,0, > 0.
The characteristic coordinates (or Riemann invariants) w = w(p, u), z = z(p, u) of the pde

(3.144) are determined, up to a functional relation
w(p,u) = g(wlp,u)),  z(p,u) = h(z(p,u)), (3.149)
by the eigenvalue equations
(Wp, Wy) D = X (wp, wy), (2p, 2u) D = p(2p, 2u). (3.150)

Due to the gauge invariance (3.149) we can choose the characteristic coordinates w and z so
that

w(0,u) = un{u>0}7 z(0,u) = _u]l{u<0}'

This choice determines uniquely the characteristic coordinates. Observe, that as a corollary of

Lemma 3 we have

a(yVp+u) < wlp,u)<c(yp+u), (3.151)

4~—3

p < cz(p,u)ﬁw(p,u)ﬁ. (3.152)



3.9. CONSTRUCTION OF THE CUTOFF FUNCTION: PROOFS 89

We denote

o]

w® := w(rg,0) = z(ro,0) =: 2°

=w(r,0) = z(r,0) =:

[S
[

w = w(T,0) = 2(7,0) =:

|

In characteristic coordinates

D = [0,w°] x [0, 2°],
DN {u=0}=[0,u°] x [0,2°] N {w = z},
Ds(7F) \ D = [w®, uy] % [0,2] U[0,70] x [2°,us],
OD3(7) \ D = {(w,2) : w € [uw, wJ} U{(®, 2) : 2 € [z°, w.]}
D NDs(F) = {(w®, 2) : z € [0,2°]} U{(w, 2°) : w € [0,w°]}.
The pde (3.144) written in characteristic coordinates reads

fwz +afu+Bf. +vf=0, (3.153)

where

A, — Au, + Bp,
a=o(w,z) =

A—p
w _A w B w
B =p(w,z) = A th ¥ 5P (3.154)
A—p
v=v(w,z) = G(pwzz_—upzuw)

(Now all the functions on the right are understood as functions of (w, z).) In characteristic

coordinates the initial conditions of the Cauchy problem in D are

f(v,0) = s(p(v, v)) =: s(v),

) (3.155)
(fw — f2)(v,v) = 2uy(v,v) t(p(v,v)) =: t(v).
The Cauchy problem (3.153)+(3.155) in the domain D N {z < w} is solved by
Flwo, z) = %(p(zo, 20)3(z0) + %cp(wo,wo)g(wo) (3.156)
Jr% /ZO ’ go(v,v);ﬁv(v)dv + ;/zo ’ (gpw — goz)(v,v)g(v)dv

+ / o, 0)(B(, v) — alw, v))3(v)dv

20
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where the Riemann function ¢ is a solution of the adjoint Goursat problem:

Pwz — (Oé(,O)w - (B‘P)z +vp =0, (3'157)

with boundary conditions:

t
wp,t) = ex a(wg,v)dv, t € |zg,wpl,
{90( 0:t) p [, a(wo,v) (20, wo (3.158)

©(s,20) = exp fus}o B(v, zp)dv, s € [z0,wp).

Actually, the Riemann function depends also on (wo, 20): ¢(w, z) = ¢(wo, 20; w, z). In order to
avoid heavy typography we omit explicit notation of this dependence. Note that in our cases
(because of the left-right reflection symmetry of the respective pde), we will have ((v,v) =
a(v,v), thus on the right hand side of (3.156) the last term cancels.

Also, if we consider the non-homogeneous pde
hws + ahy + Bh, +vh =g

with the same initial conditions then it is solved by

h(wo, 20) = f(wo, 20) + / / (sl s (3.159)

w(,20
where A -, is the triangle with vertices (2o, 20), (wo, wo), (wo, 20)-

For details see any advanced textbook on partial differential equations, e.g. [11], [9], [5],
[30].

In order to estimate f we will give a uniform estimate on the Riemann function .

Proposition 5 (Bounds on the Riemann function). Let ¢ be the Riemann function as-
sociated to the equation (3.144) (where the coefficients A, B,G are given on the left hand side
of (3.135), (3.136), (3.137) or (3.138)) and wo > zy > 0. Then the following bounds hold
uniformly for (wo, z9) € D with zy < t < s < wy and (s,t) € D:

k—1

S 2y—1
lo(s, t)| < C<w> (3.160)
0
1 3ol
S v
(O = 00)(s.5) < e (2)7

Using Proposition 5 with (3.156), the initial conditions (3.139)-(3.142) and with Lemma 3
we can estimate f in D which gives (3.74) and (3.75) in this domain.

The equations (3.137) and (3.138) are not closed for S,, and S,,, respectively, with the
previous method one can only prove the required estimates for the solution of the respective
homogeneous pdes. However, with (3.159) it is easy to show that these estimates can be
extended for S,, and S, too.

As an example, we show how to get the bound (3.76) for the homogeneous solution f of
(3.137) with initial conditions (3.141).
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For the initial conditions we have the following bounds (using (3.151),(3.152)):

Cc
Tog (7 /ryo? {velzAl

From Proposition 5 we have that for any zg < wq

1 1
C

el <e( )7 et - ostvol < & ()

wo Wo \ Wo

Together with (3.156) we get

s 1

— o—_ L1
| f(wo, 20)| < Toa(r/) 0 T T T L ez ) 2<wo) (3.161)

for any zy < wg. This means

c 2

< Tog(r/n)® HewelAzsuo

| f (wo, 20)|

which (using (3.151)) translates to the (p,u) coordinates the following way:

c 1

< WZ LIp, 7 (p,u).

| f(p,u)]

(We only get this for u > 0, but from the symmetry of the pde this is also true for u < 0.) Also
from (3.161) we get

S
|.f (wo, 20)| < Tog (/) 0 T2 T seefz ) a<wo}s

which (using (3.152)) gives

c 1
|f(p,u)] < m;ﬂlh(zf) (p,u).

Putting together the two bounds on f we get the required estimate of (3.76).
Now back to the proof of Proposition 5. The following lemma will be a basic tool for our

estimates:

Lemma 8 (Goursat estimate). Suppose the functions A(w,z), B(w, z),C(w, z) are defined

on [x1,x2] X [y1,y2] where 0 < y; < yo < 1 < x2 < 00 and have the following properties:

o 1

sup / |B(s,z)|ds < -,
z€[y1,y2] a1 6
Y2 1

sup / Alw,D)|dt < =, (3.162)
we[zr1,z2] JY1 6
1
G

T2 Y2
/ / C(s, )| dsdt <
1 Y1
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Let U be a solution of
Uw: — (AU )y — (BU), +CU =0 (3.163)
on the rectangle [x1,x2] X [y1,y2] and let

sup U, 2)| + sup  [U(w,ye) = M

y1<z<y2 z1<w<x2
Then
sup |U(w, z)| < 5M.
(w,z)€[x1,22] X [Y1,Y2]
Proof. Denote U(w,y2) = f(w), U(x1,2) = g(z). Denote
f(w) = / B(s,y2)f(s)ds,
g(z) = / A(xq,t )dt.
Y2
Then U satisfies the following integral equation (for every (w, z) € [x1,z2] X [y1, y2]):
Ulwz) = Fw)+3) -~ Ul + [ AwUlw i+ [ Bls.2)U(s s
Y2 1
- / Cs, U (s, 1) dsdL. (3.164)
Y2
Taking absolute values after some trivial estimates we get:
13 1
U(w, 2)| < =M+ 3 sup U(s, )]
6 2 (s.t)€lwrw] [y
from that the needed bound follows immediately. O

Remark. Observe, that if we have some additional estimates on A,, By, and C then differ-
entiating (3.164) with respect to w or z and using the Gronwall inequality, one could also get

bounds on |Uy| and |U,| in [z1,22] X [y1,Yy2].

Proof of Proposition 5.
(i) We first prove the proposition in the case when ¥ (p,u) = pu and ®(p,u) = p+ yu?. In that
case the coefficient functions in (3.144) take the following form: A = k, B = C' = 0. Also, the

Riemann invariants can be computed explicitly:

27— 1)ul+dp+(2y—Du | D73 =

w(p,u) = ( oottt Byl > (\/(27— Du? +4p — (2 — 2)U> e
21 v, (3.165)

vV (2y—Du2+4p—(2y—1)u | 773 =3

pou) = ( R ) (Ve =D+ 4o+ 2y - 2)u) 7.
One can easily check that the equations (3.150) hold. We define
Go(w) := B(w,0) and U(w,z) := p(w,z)exp <—/ ﬁo(s)ds> (3.166)
wo
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(for 0 < z < w). From the definitions one can calculate that

k=1 uy(w,0) k-1 _
bolw) = o uw.0) ~ 2y =1V

Thus, it is enough to prove, that
1
|U(s,t)| < C, [0,U(s,s)| < C’;, |0,U(s,s)] < C (3.167)

for zg <t < s < wq uniformly, with a constant depending only on k. To show (3.167) we will
apply Lemma 8.
From (3.157), (3.158) and (3.166) we get that

Uss — (al)w — (8 — Bo)U), — afoU = 0, (3.168)

and

U(wo,2) = exp </Z Oé(woyt)dt) ;

20

Utw.z0) = exo ([ (3620) - B(s.0)as ).

wo

Using the explicit formulas for the Riemann-invariants one can get estimates for the integrals
needed for Lemma 8. Suppose [x1,z2] X [y1,y2] C [v,wo] X [v, 20] for some zp < v < wp. Then

it can be shown that for zp < z < w < wy

Y2 _
/ a(w,t)dt| < 22 xl,

Y1 w
:2 B(s,z) — B(s,0)ds| < ¢z <9U11 — ;) , (3.169)

: / f&(aﬂo)(s,t)dsdt < c(l—l) (v2 — ).

x
/.
where ¢ only depends on x. From the first and second inequality it follows that |U(wo, z)| and
|U(w, zp)| can be bounded by a constant depending only on . Now fix s, ¢ with zp < ¢ < s < wy.
Using (3.169) one can partition [v, wp] X [0, v] into smaller rectangles in a way that the number
of rectangles only depends on the value of x and on each small rectangle the conditions of
Lemma 8 hold (with A = «, B = — (9, C = —af). Applying successively Lemma 8 for the
small rectangles (starting with the vertex (wp, z9)) one gets |U(s,t)| < ¢(k). Using the remark
after Lemma 8 one can also get the results of (3.167) for the partial derivatives of U.

(ii) In the general case we do not know the explicit forms of the coefficients in (3.144) only their

asymptotics:
Alpu) = K(L+O(p+u?)

B(p,u) = cru(l+0(p+u?))
Clpu) = c2(1+0(p+u?)).
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We also do not have explicit formulas for the Riemann-invariants, but because ¥(p, u) = pu(1+
O(p+u?)) and ®(p,u) = (p+yu?)(1+ O(p+u?)) if p, |u| < 1 the level-lines will approximate
the respective level-lines of the system examined in (i). We will follow the steps of the proof
for the specific case. We define 3y and U as in (3.166). From the asymptotics we have Gy(w) =
2“7__11 w~1+O(1) which means it is again enough to prove (3.167). We have the following equation
for U:

Uz — (aU)w — (B = Bo)U), + (v — afo)U =0, (3.170)

with

Uwo,z) = exp ( /Za<wo,t>dt>,

20

Utw.z0) = exo ([ (36.20) - B(s.0)as ).

wo
If we can prove similar bounds for the integrals of coefficients as in (3.169) then using Lemma

8 the required estimates follow. From (3.154) we have that

T2 (Y2 G
/ / v(s,t)dsdt = / ——dpdu
1 Jy1 A A— 2

where A is the domain corresponding to the [z, z2] X [y1,y2] rectangle on the (p,u) plane. If
ro is small enough, then for (p,u) € D

C

A—p

1
u?+p

<

and since the right-hand side is integrable this gives uniform bounds on the previous integral.
To get bounds on the integrals
Y2 2 2 Y2
[ atwande, [ pts.2) -0y, [ [ s s
At 1 1 Y1
we observe that because of the asymptotics described earlier if 7g — 0 these integrals will be
uniformly close to the respective integrals of the (i) case. Thus, again if ¢ is small enough (but

fixed!) then the arguments of (i) may be repeated. O

We have proved that the bounds (3.74)-(3.77) hold in D if rq is small enough, now we have
to extend this to the domain D3(7) \ D for the solution of the respective Goursat-problems
with boundary conditions (3.146). The solution of these Goursat-problems can be expressed
by integral equations similar to (3.164) (see [11], [9]). Thus if we have some estimates for the
solution on the boundary (which we have from (3.146) and the previous estimates of the Cauchy
problem) then these may be extended (up to a constant multiplier) if we have uniform bounds
on the integrals of the respective coefficients.

If 7 is small enough then for (p,u) € D3(7) \ D we have

[Bp(p.) — up,u)] > ¢ > 0
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which also implies that in this domain A\ — g > ¢’ > 0. From this it follows, that we can fix
a small enough 7y > 0 such that in the domain D3(7g) \ D all the respective coefficients are
well-defined smooth functions. Moreover, since this domain is compact, they are all bounded
with a fixed constant which means that we have uniform bounds on the respective integrals.
Using similar arguments as in the estimate of the solution of the Cauchy-problem one can get
the bounds (3.74)-(3.77) also in this domain which completes the proof of Lemma 4.

3.9.3 Proof of Lemma 5

Proof. Note that
(F - \I/Sp)p =o,5,-VUS,,
(F - \IISP)U =®,5, — VS,
Also, there exists a constant C' < oo such that for any (p,u) € D
(W (p,w)| < Cplul, |®p(p,u)l <C,  [Pulp,u)| < Clul.

From these and the bounds (3.75), (3.76), (3.77) of Lemma 4 it follows that

‘(F B \IISP)pr’ u) (\/%_‘_ ‘U’D ]1'173([,?)(/0’ U)v

< ¢
~ log(7/r)

‘(F - \I/Sp)u‘(p,u) p+ \/%‘UD ]1D3(§,?)(pvu)'

< ¢ (
= log(7/r)

Integrating these and using (3.70), the bound (3.79) follows. O

3.10 Proof of the “Tools”

3.10.1 Proof of the large deviation bounds (Proposition 2)

Recall the definition (3.99) of L. The following lemma follows from simple coupling arguments.

Lemma 9. (Stochastic dominations)
There exists a constant C depending only on max(s zye(o,1)xT £(S; ) and max s z)ejo,mxT [u(s, )]
such that for any fized (s,z) € [0,T] x T the following stochastic dominations hold:

P, (ﬁ”(x) > z) < P(POI(L) > (z/C)L), (3.171)
P, ( a"(z)| > z) < P( IGAU| > ((2/C) — 1)@), (3.172)

where POI(L) is a Poissonian random variable with expectation L, and GAU is a standard

Gaussian random variable.
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Lemma 10. (Large deviation bounds)

(i) For any v < oo there exists M < oo, such that for any n, j € T" and s € [0,T]

log E,n | exp {'pr

7 (%’>>M}}) <

{|an<%>|>M}}> =1

(3.173)
log E,n

.7
exp {yL|a"( ; )| {ﬁn(l)>M}}> <1

:( G
1ogE,,n(exp{va %

:(
1ogEl,n(exp{’7L\U |]l {lan (4 )|>M}}>

(ii) For any v € (0,1/(8C?)) there exists M < oo, such that for any n, j € T and s € [0,T]

Tl

log Eyn (exp {VLW”(Z)FH{ i >M}}>

(3.174)
10gEv2<eXP {VLW ‘ Ltin 2 )|>M}}>

Proof. (i) We prove the first bound of (3.173), the other ones are done very similarly

Let Z1, be a POI(L)-distributed random variable. Using the stochastic domination (3.171)
we obtain

log Bz (eXp {vLﬁ”(%)ﬂ{ﬁn(%pM}})
< log (14 Buy (exp {(7L" (2} 502001 ))

§\/Eyn<exp{2vllp j)})\/P (p (%)>M>

7’L

< \/E(exp{'yCZL} P C/M V21 > L)

< exp {g((e(ac)/M 1)+ (% -1)— @)},

where « is arbitrary positive number. In the last step Markov’s inequality is being used. Now
choosing o > exp(2yC) and M > (Cw)/(In2) we obtain (3.173).

(ii) Again, we prove the first bound in (3.174). The other one is done in an identical way.

Let again Zp be a POI(L)-distributed and X be a standard Gaussian random variable
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Using the stochastic dominations (3.171) and (3.172) we obtain
log By (ex (1117 () V(3201 )
< og (14 By (exp (L@ (D ) ))
< \/Eyg(exp{wmn(fgf})¢Pyg (7(2) > m)
< \/E<exp (e (x2+1)}) \/P (70> (ujoyr)

S (1 _ 8702)71/48)(1){%(4’}/02 + (e(OéC)/M _ 1) _ Oé)},

where « is arbitrary positive number. Given v < 1/(8C?), we choose « sufficiently large and
M > (Ca)/(In2) to obtain (3.174). O

Now we turn to the proof of Proposition 2:

Proof. The bounds (3.101), respectively, (3.102) follow directly from the entropy inequality
(3.100) of Lemma 6 and the bounds (3.173), respectively, (3.174) of Lemma 10. Recall that
L>1,asn — oco. ]

3.10.2 Proof of the fluctuation bounds (Proposition 3)

Within this proof we need the notation

u(s,x) = n—ﬁ ana:—k —n_ﬁusﬁ =u"(z) — Eun (u"(x
W) = el ) (@ -l 5)) =) - B (@),
nQB nr —
o) = T a ) (a0l ) ) = 70) - B ()
k

Since
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and, similarly

1 ~n Jy 2
E(g Z @ (s, )| ) < Ch*(s) +o(1), (3.175)
Jjem
respectively,
1 ~n Jy 2 n
E<E 217 (8’5)‘ ﬂ{lﬁ”(&%)\éM}) < Ch"(s)+o(1). (3.176)
JET™

Lemma 11. (i) There exists v > 0 (sufficiently small) such that for alln, j € T™ and s € [0, T

logE,» <exp {~L|a" (s, %) }2}> <1 (3.177)

(ii) For any M < oo there exists v > 0 (sufficiently small) such that for all n, j € T" and
s €10,T]

logEl,gL(exp {'yL‘f)ﬂ(s, %) ‘ ﬂ{|p”(s ‘<M}}) (3.178)

Proof. (i) Let X be a standard Gaussian random variable, which is independent of all other

random variables appearing in this paper, and denote by (...) expectation with respect to X.

logE,» <exp {~L|a" (s, l) }2}) (3.179)

logEyn<eXp{f} Z Ck — Eyn (Cr )‘ })

—log (Eyy ( exp{X\f () (G- E.x(G))})):

Now, note that the random variables (, — E,»(Cx), k € T", are uniformly bounded and under

the distribution P,» they are independent and have zero mean. Hence there exists a finite

constant C' such that for any collection of real numbers A, k € T"
Eyn (GXP { Z e (Ce — Eun (Gr)) }) <exp{C Z A}
k k

Further on, there exists a finite constant C such that for any [

7 Z| y <C. (3.180)
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From these it follows that for some finite constant C,
r.h.s. of (3.179) <log <exp {C'yX2}> .

Choosing ~ sufficiently small in this last inequality we obtain (3.177).
(i) Note first that, given M < oo fixed, there exists a zero mean bounded random variable

Y such that for any » € R

T2]l{\r|§M} < logE(eXp{rY}>.

Let Y71,Ys,... be i.i.d. copies of Y which are also independent of all other random variables

appearing in this paper, and denote by (...) expectation with respect to these. Then we have

logEygL<eXp {fyL},B“( ) ‘ L) ongs, \SM}}) (3.181)
Z[’YL] Y

< log (Byy (exp { =217 ;a(j;’“)(nk—mg(nk»})y

Next note that for any A < oo there exists a constant C' < oo such that for any n € N, any

5 €[0,T] and any collection of real numbers Ay € [-\, \], k € T"
Eup (exp { > M (e~ Bup () }) < exp {2 3" A2}
k k

Hence, using again (3.180),

rhs. of (3.181) < log<exp{C’y ((Y1 T YHL])/\/W)Z}>.

Now, since the i.i.d. random variables Y7,Ys,... are bounded and have zero mean, choosing
~ sufficiently small this last expression can be made arbitrarily small, uniformly in L. Hence
(3.178). O

Now back to the proof of Proposition 3.

Proof. From (3.100) and (3.177), respectively, from (3.100) and (3.178) we deduce (3.175),
respectively, (3.176). Finally, these two bounds and the arguments at the beginning of the
present subsection imply (3.103), respectively, (3.104). O

3.10.3 Proof of the block replacement and gradient bounds (Proposition 4)

An elementary probability lemma

Let (2, 7) be a finite probability space and w;, i € Z i.i.d. Q-valued random variables with

distribution 7. Further on let

C:Q—-RY ¢ = C(wi),
E:Qm >R, §Gi=8(wi e Witm-1)-
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For x € co(Ran(¢)) denote

Eq(Srexp{d 2 A~ (1))
Eﬂ(exp{)‘ ’ Cl}})m ,

[1]

(x) =

where co(-) stands for ‘convex hull’ and A € R? is chosen so that

Er(Crexp{A-¢i}}) _
Er(exp{A-¢i}})

For [ € N we denote plain block averages by

N‘}—l

l
Finally, let b: [0,1] — R be a fixed smooth function and denote

M (b) ::/0 b(s)ds,  V(b):= M(*) — M(b)*

We also define the block averages weighted by b

l 1 l
=72 bG/0CG (b =7 D b/,
j=0 7=0

—_

The following lemma relies on elementary probability arguments:

Lemma 12. (Microcanonical exponential moments of block averages)

There exists a constant C < oo, depending only on m, on the joint distribution of (&;,¢;) and
on the function b, such that the following bounds hold uniformly in l € N and x € (Ran({) +
-+ Ran(())/I:

(i) If M(b) =0, then

E(exp {3Vi(, i} [ =) < exp{C(h? +7/VD)}. (3.182)
(ii) If M(b) =1 then
E(exp (yVI((b, €~ Z(, )} = @) < exp{C(2+/VD). (3.183)

Proof. We prove the lemma with m = 1, that is with (@)izl independent rather than m-
dependent. The m-dependent case follows by applying Jensen’s inequality in a rather straight-
forward way.

(i) In order to simplify the argument we make the assumption that the function s — b(s) is
odd:

b(1 —s) = —b(s). (3.184)
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The same argument works if the function s — b(s) can be rearranged (by permutation of finitely
many subintervals of [0,1]) into a piecewise continuous odd function. This case is sufficient for
our purposes. The proof of the fully general case — which goes through induction on [ — is
more tedious and it is left as a fun exercise for the reader.
Assuming (3.184) we have
[1/2]
VI, €1 =172 b(i/1(& — &-5)
§=0

and hence

E(exp (yVilb, €)1} | ¢ = @)

:E(E(exp{’y\ﬂ@, 38 ’Cj—i-Cl_j : ij,...,l) ’El :w>

[t/2]
—E(JTE(exo {5206/ - 6} ¢+ ¢y) |G = =)
j=0
/2]
<exp{C¥* ) _17'b(j/1)*}
j=1

= exp {C*(V(b) + O(1/1)) }.

In the second step we use the fact that the pairs (fj,ﬁl_j), j=0,...,[l/2] are independent,
given ¢; +¢;_j, j = 0,...,[l/2]. In the third step we note that the variables {; are bounded
and E(& — &-|¢; +¢-5) =0.

(ii) Beside Z(x) we also introduce the functions

Z: (Ran(¢) +--- + Ran(¢)) /l — R, Ei(x) == E(&|¢ ==).

We shall exploit the following facts

(1) The functions =Z(x) and Z;(x) are uniformly bounded. This follows from the boundedness
of ;.

(2) The function & +— Z(x) is smooth with bounded first two derivatives. This follows from
direct computations.

(3) There exists a finite constant C, such that

=(z) — E(x)| < O

This follows from the so-called equivalence of ensembles (see e.g. Appendix 2 of [13]).
We write

(b, & —E((b, Q) = (0,6, = &)+ (& —E(&) (3.185)
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By applying Jensen’s inequality we conclude that we have to bound the exponential moments
of type (3.183), separately for the four terms.

Bounding the first and last terms reduces directly to (3.182), the third term is uniformly
O(I71), so we only have to bound the exponential moments of the second term in (3.185). This

is done by induction on I. Let C(l) be the best constant such that for any v € R

E( exp (yVI(& - =€)} | ¢ = ) < exp{C(17).

We prove that C(1) stays bounded as | — oo.
The following identity holds

VI+1(6 — E51(C))

NEST (& —=1(¢))
+\/l1+71 (§l+1 - = (Cl+1))

; _
+ NES] (2:(¢)) — Z151(Cp4))

+ ll+ - (Z21(Cr41) — Z141(Cr41))
Thus
E<€XP {(WI+ (61 — Eir1(Crs1)) } ‘El-{—l = x) =
E< (eXP {AWVI+1(&51 — Ei31(Cip1) }‘sz Cl+1) ‘ ) =
I _
E( E(exp{\/lv_’_il(fl ‘ l) X
E(eXp{\/%(ElH 1(Cig1) } ‘Cl-i-l) X
{\/ﬁ( )_ ElJrl(EH—l))} X
exp { l7+ g (E1(¢11) —E111(Cu) } ‘Cl = 5'9)
The terms

(E1 —E1(Cip1)),  1E(C) = E1(Cis1))s (Ba(Cigr) = B (i)
are uniformly bounded and
E(&1 —E1(C41) [ Ga) = 0,
E(Z1(¢) ~ E1(Cip1) [ Ci41) = 0,
E(Z1(¢41) — S (1) [G41) = 0.
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Using the induction hypothesis it follows that there exists a finite constant B such that

b

1
1 B
w100+

1) <
cl+1)< I+ 1

Hence, limsup,;_,,, C(I) < B and the lemma follows. O

Lemma 13. (Microcanonical Gaussian bounds)
There exists a 9 > 0, depending only on m, on the joint distribution of (&;,¢;) and on the
function b, such that the following bounds hold uniformly in l € N and x € (Ran(¢) + --- +

Ran(¢))/I:
(i) If M(b) =0, then

logE(exp {r0l(b, §>l2} ’El = m) <1 (3.186)

(ii) If M(b) =1 then

logE<exp {7l((b, &), — Z((b, €)))°} ‘El - :n> <1. (3.187)

Proof. This is actually a corollary of Lemma 12: The bounds (3.186) and (3.187) follow from
(3.182), respectively, (3.183) by exponential Gaussian averaging (as in the proof of Lemma
11). O

Proof of Proposition 4

Now we turn to the proof of Proposition 4.

Proof. (i) In order to prove (3.107) first note that by simple numerical approximation (no

probability bounds involved)

_C_ 2
=7 T\ e )

We apply Lemma 7 with

2

V= {& —=@G,}0) | = (e, & — =((a, m e, O)

We use the bound (3.187) of Lemma 13 with the function b = a. Note that v = 7yl can be
chosen in (3.106). This yields the bound (3.107).

(ii) In order to prove (3.108) we start again with numerical approximation:

5 1 ~ g 2
/T ‘azﬁn(a?)E dx — - Z ‘axgn(%)ﬁ < C% _ 0(n173[375).

jeT™
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We apply Lemma 7 with

- 2
= 08" (O)* = % | (', 0|

We use now the bound (3.186) of Lemma 13 with the function b = a/. Now we can choose
v = Yl®/n? and this will yield the bound (3.108).
(iii) Next we prove (3.109). We apply Lemma 7 with

| 0,€"(0) 2’219“ k/l)fk‘
77”(0) B alk/lm

n? | Spd (kD& — &) [
23 S a(k/l) (e + n—x)

V:

where in the last equality we use the fact that the weighting function =z +— a(x) is even. We
compute the exponential moment E%Jrzl(exp{’yl)}). Let X be a standard Gaussian random
variable, which is independent of all other random variables appearing in this paper and denote

by (...) averaging with respect to it. We have

B3 (exp {7V})
n2 | Spd(k/l) Ek*ﬁk}
=BV (o0 g S ) )
no Yod (k/D)(E — & k)
:<E?\’,+Zl<exp{Xﬁlg/2 \/Zk: (k/D)( ;k+77 k) >>

<E%J%1<EZZ+1(6XP{X\FM;;2 \;Zka(kk//l;(il;k+n k) }){?7 - k}k O)>>

n? 3opd (k/1)*(m + )
< (BVZ (e {0X™ 55 5l 7 1) D)

< <eXp {CX27732}>,

where we used the facts that the random variables ny are non-negative, € is finite and n(w) =0

implies £(w) = 0. In the last step we used the inequality
d (x)* < Ca(z),

which follows from the conditions on a(x), see subsection 3.4.3.
From this bound it follows that in Lemma 7 we can choose v = vl®/n?, with a small but
fixed 9, and hence the second bound in (3.109) follows.
O
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3.11 Appendix: Some details about the PDE (3.1)
Hyperbolicity: One has to analyze Jacobian the matrix
D::( (), (pu),, >:<U p )
(p+7u?) (p+7u?)u 1 2vu
The eigenvalues with the corresponding right and left eigenvectors are:

Dr=MXr, Ds=upus, U'D=MN'—miD=puml,

(v' stands for the transpose of the column 2-vector v). The eigenvalues and eigenvectors are

2 } - % (V@ =122 +dp+ (2 +1)u, }

and

S } = (; {th/(?v —1)2u? +4p — (27 - 1)U} : 1) :

Il

mt

} - <1, —% {£V =17+ 2p - (27— 1)u}> .

So, we can conclude that the pde (3.1) is (strictly) hyperbolic in the domain

£ 1)2: {(p,u) e Ry xR (p,u) # (0,0)},
y=1/2: {(p,u) e Ry xR :p#0}.

Riemann invariants: The Riemann invariants w = w(p, u), z = z(p, u) of the pde are given by

the relations
(Wp,wy) - s =0= (25, 24) - 7

That is, the level lines w = const., respectively z = const. are determined by the ordinary

differential equations

-— = F = — 1)24,2 o
z = const. 4[2{\/(27 1)2u? +4p £ (2y 1)u}

w=const. |  dp 1
" du

Actually only the level lines of the functions w(p,u), respectively, z(p,u) are determined. In

our case the Riemann invariants can be found explicitly. For v # 3/4 we get

w(p,u) } = P{(V@y D22 T 4p + (29— 1)u) gz‘1(\/(27 — D+ Ap ¥ (2 - 2)u)}

Where F' : R — R is an appropriately chosen bijection (mind, that only the level sets of the

Riemann invariants are determined).
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Note that due to the changes of sign of 2v — 1 and 2y — 2, the above expression gives rise to
qualitatively different behavior of the Riemann invariants. The picture changes qualitatively at
the critical values v = 1/2, v = 3/4 and v = 1. In Figure 3.3 we present the qualitative picture
of the level lines of w(p,u) and z(p,u) for 3/4 < v < 1, and v > 1, respectively. (For economy
reasons we omit the graphical representation of the other cases, but encourage the reader to

sketch it.) In all cases the Riemann invariants satisfy the convexity conditions

p p

(a) 3/4<y<1 (b) 1 <~

Figure 3.3: Level lines of Riemann-invariants

wppwi — 2Wp Wp Wy + wuuwg >0, (3.188)
zpng — 2Zpuzp2y + zuuzﬁ >0, .
in Ry x R for all 4. (The sign of the function F(-) is so chosen, that these expressions be non-
negative.) The inequalities are strict in the interior of Ry x R, except for the v = 1 case, when
these expressions identically vanish. These conditions are equivalent to saying that the level
sets {(p,u) € [0,00) X (—00,00) : w(p,u) < c} and {(p,u) € [0,00) x (—00,00) : z(p,u) < ¢} be
convex. See [17], [18] or [29] for the importance of these convexity conditions.
It is of crucial importance for our problem that the level curves w(p,u) = w = const.

expressed as u — p(u,w) are convex for v < 1, linear for v = 1 and concave for v > 1.

Genuine nonlinearity: Genuine nonlinearity holds if and only if

()‘pa A’u‘) T 7é 0 7& (/’Lpaluu) - S

in the interior of the domain Ry x R. Elementary computations show that

(Aps Au) -7 =0 A2y 1), u<0

Thus, for v > 0, v # 0,1/2 the system is genuinely nonlinear on the closed domain Ry x R;
for v = 0,1/2 it is genuinely nonlinear in the interior of Ry x R (with genuine nonlinearity
marginally lost on the boundary, p = 0). For 7 < 0 genuine nonlinearity is lost in the interior
of Ry x R.
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Lax entropies and entropy solutions: Lax entropies of the pde (3.1) are solutions of the linear

hyperbolic partial differential equation
pSpp + (27 — D)uSpy — Suu = 0.

It turns out that the system is sufficiently rich in Lax entropies. In particular a Lax entropy

globally convex in Ry x R is

2
S(p,u) = plogp+ % (3.190)

Construction of other Lax entropies with particular features (e.g. possessing scale similarity, or

polynomial in ,/p and u, etc.) is a very instructive exercise.

The Mazimum Principle and positively invariant domains: For v > 0 our systems satisfy the

conditions of the Lax’s Maximum Principle proved in [17]. Namely: (i) they do posses a globally
strictly convex Lax entropy bounded from below, see (3.190); (ii) the Riemann invariants w(p, u)
and z(p,u) satisfy the convexity condition (3.188); (iii) they are genuinely nonlinear in the
interior of D, see (3.189).

Hence it follows that convexr domains bounded by level curves of w(p,u) and z(p,u) are
positively invariant for entropy solutions.

First we conclude, that D itself is positively invariant domain, as it should be.

Second: a very essential difference between the cases v < 1, v =1 and v > 1 follows, which
is of crucial importance for the main result of the present paper. In the case v < 1 all convex
domains bounded by level curves of the Riemann invariants are unbounded (non-compact) and
thus there is no a priori bound on the solutions. Even starting with smooth initial data with
compact support nothing prevents the entropy solutions to blow up indefinitely after appearance
of the shocks. On the other hand, if v > 1 any compact subset of D is contained in a compact
convex domain bounded by level sets of the Riemann invariants, which fact yields a priori
bounds on the entropy solutions, given bounded initial data. A microscopic consequence of this

fact is that the proof of our main theorem is valid only for v > 0.
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Chapter 4

Hydrodynamic limit for
perturbation of a hyperbolic
equilibrium point in two-component
systems™

We consider one-dimensional, locally finite interacting particle systems with two conservation
laws. The models have a family of stationary measures with product structure and we assume
the existence of a uniform bound on the inverse of the spectral gap which is quadratic in the
size of the system. Under Eulerian scaling the hydrodynamic limit for the macroscopic density
profiles leads to a two-component system of conservation laws. The resulting pde is hyperbolic
inside the physical domain of the macroscopic densities, with possible loss of hyperbolicity at
the boundary.

We investigate the propagation of small perturbations around a hyperbolic equilibrium point.
We prove that the perturbations essentially evolve according to two decoupled Burgers equations.
The scaling is not Eulerian: if the lattice constant is n~', the perturbations are of order n—?
then time is speeded up by n'™?. Our derivation holds for 0 < < % The proof relies on Yau’s
relative entropy method, thus it applies only in the regime of smooth solutions.

This result is an extension of [28] and [34] where the analogue result was proved for systems
with one conservation law. It also complements [36] where it was shown that perturbations
around a non-hyperbolic boundary equilibrium point are driven by a universal two-by-two

system of conservation laws.

4.1 Introduction

There are several results dealing with the perturbation analysis of hydrodynamic limits for in-
teracting particle systems. In the landmark paper [4] the authors prove that for the asymmetric

simple exclusion, in dimensions higher than 2, perturbations of order n~! of a constant profile

*This chapter contains the submitted paper [40].
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evolve according to a certain parabolic equation under diffusive scaling (time rescaled by n?,
space by n). It is well-known, that under Eulerian scaling (time rescaled by n, space by n) the
hydrodynamic limit leads to a hyperbolic conservation law (the Burgers equation), the pertur-
bation limit gives the same equation with the Navier-Stokes correction. (For a survey on the
microscopic interpretations of the Navier-Stokes equations see the end of Chapter 7 of [13].)

Motivated by [4] T. Seppéldinen investigated a similar problem in one dimension for the
so-called totally asymmetric stick process. In [28] he proves that an O(n~?) perturbation of
the constant profile is governed by the Burgers equation (even after the appearance of shocks)
if time is rescaled by n'*? and space by n, where € (0, %) is a fixed constant. Independently,
in [34] the authors partially extend this result by proving that one gets universally the Burgers
equation in the hydrodynamic limit for similar perturbations of equilibrium for a wide class
of one-dimensional interacting particle systems with one conservation law. The models are
not reversible and not necessarily attractive. The proof relies on H. T. Yau’s relative entropy
method, it only applies in the smooth regime of solutions and it only works for g € (0, %) It is
conjectured that the result should hold for all § € (0, %) even without the smoothness condition
as in the result of [28].

This universal result may be explained by the following arguments. Under Eulerian scaling

these systems admit in the hydrodynamic limit a hyperbolic conservation law of the form
Oru + Oy J (u) = 0. (4.1)

Taking a point ug with J”(ug) # 0 simple (although formal) calculations yield that solutions
of (4.1), with initial conditions which are small perturbations ug, are governed by the Burgers
equation. See [34] for the 'more precise’ formulation.

In the present paper we give an extension of the results of [28, 34] for systems with 2
conserved quantities. In [35] a general one-dimensional family of lattice-models was introduced.
The models are locally finite interacting particle systems with two conservation laws which
possess a family of stationary measures with product structure. In that paper it is shown (in
the regime of smooth solutions) that in Eulerian scaling we get a hydrodynamic limit of the

form

(4.2)

ou + 0, ®(u,v) = 0,
v + 0¥ (u,v) = 0,

where (u,v) € D and D is a convex compact polygon, the the physical domain (see (4.6) for the
definition). We note, that [21] gives the first major result about the Eulerian hydrodynamic
limit for multi-component hyperbolic systems, namely for Hamiltonian systems perturbed by
a weak noise. In [35] it was also shown that an Onsager-type symmetry relation holds for the
macroscopic flux functions ®, U (see Lemma 14). One of the consequences of this relation is
that inside the physical domain D the pde (4.2) is (weakly) hyperbolic, i.e. the Jacobian can be

diagonalized in the real sense. Experience shows, that the limiting pde is strongly hyperbolic
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(the Jacobian has two distinct real eigenvalues) in the whole physical domain except some
special points on the boundary 9D.

We consider perturbations of order n=? around a constant equilibrium point (up,vp) € D,
which is strictly hyperbolic. We prove that rescaling time by n'T# and space by n the evolution
of the perturbations are governed by two decoupled equations. (These are usually’ Burgers
equations, see the remark at the end of subsection 4.3.1.) This result agrees with the formal
perturbation of the pde (4.2) e.g. with the method of weakly nonlinear geometric optics (see
(3, 10]).

The reason for the decoupling of the resulting pde system is the strict hyperbolicity, basically,
the two different eigenvalues (sound speeds) cause the equations to separate. In the paper [36]
perturbation around a special non-hyperbolic point was considered in a similar setting, it was
proved that in that case in the limit the evolution obeys a two-by-two system of conservation
laws which cannot be decoupled. The treatment of that problem needs more complex tools
than our proofs, sophisticated pde methods are used besides Yau’s method.

Our proof follows the relative entropy method using similar steps as [34] (thus it only applies
in the regime of smooth solutions), but it also heavily relies on the Onsager-type symmetry
relation proved in [35]. We assume the existence of a uniform bound on the inverse of the
spectral gap, quadratic in system size, to be able to prove the so-called one block estimate. We
do not deal with the proof of the spectral gap bound, but we remark that with the techniques
of [16] one can get the desired gap estimates for a large class of systems. Our result holds for
B € (0, %) Assuming the stronger (but harder to prove) logarithmic-Sobolev bound we could
get the result for 3 € (0,1).

4.2 Microscopic models

We consider the family of microscopic models investigated in [35]. We go over the definitions
and the important properties, for the details we refer the reader to the original paper. There

are several concrete examples introduced in [35], we do not list them here.

4.2.1 State space, conserved quantities, generator

Throughout this paper we denote by T" the discrete tori Z/nZ, n € N, and by T the continuous
torus R/Z. We will denote the local spin state by €2, we only consider the case when 2 is finite.

The state space of the interacting particle system is
Q="
Configurations will be denoted
w = (wj)jer € ",
The two conserved quantities are denoted by

C:Q—7Z, n:Q—-17Z,
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we also use the notations (; = ((wj), n; = n(w;). We assume that the conserved quantities are

different and non-trivial, i.e. the functions (,n and the constant function 1 on 2 are linearly

independent.

We consider the rate function r : Q@ x QxQxQ — Ry. The dynamics of the system consists

of elementary jumps effecting nearest neighbor spins, (wj,wjy1) — (w;, w;» +1)7 performed with

rate 7(wj, wj+1; W), Wiy 1)
We require that the rate function r satisfy the following conditions:
(A) If r(wr,we; wi,wh) > 0 then

C(wi) +(w2) = ((w
nwi) +n(w2) = nw

This means that ¢ and 7 are indeed conserved quantities.

(B) For every Z € [nmin(,nmax(]NZ,N € [nminn, nmaxn| NZ the set

7N = QEQ”:ZQ:Z,ZW:N

JeT™ JeT™

(4.3)

is an irreducible component of Q" i.e. if w,w’ € Q% \ then there exists a series of ele-

mentary jumps with positive rates transforming w into w’. This ensures that there are no

hidden conservation laws.

(C) There exists a probability measure 7 on  which puts positive mass on each element of 2

and for any wy, we, Wi, wh €

Q(w1,w2) + Qwa, w3) + Q(ws3,w1) =0,

where

Qwi,wa) == Y _ {Wr(w’l,wé;whwz)—r(whwz;wi,wé)}-

wi WhHEN W(wl)ﬂ(wg

This condition will imply that the measure || jeTn T is stationary for our process on .

For a precise formulation of the infinitesimal generator on Q" we first define the map @;-/’w”

Q" — Q" for every W', w" € Q, j € T™
o w if =3
(@W’”g),: S =41

! w; if i#£4,541.
The infinitesimal generator of the process defined on Q" is

/ 1

L'flw)= > > rlwjwipie,o")(f(0F“ w) = fw)).

JET™ W' ,W"eN

We denote by &} the Markov process on the state space 2" with infinitesimal generator L".
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4.2.2 Stationary measures

For every 6,7 € R let G(0,7) be the moment generating function defined below:
G(0,7) :=log Y W )z (y).
weN

We define the probability measures

7o, (w) == m(w) exp(6¢(w) + ™(w) — G(0, 7)) (4.4)

on 2. Using condition (C), by very similar considerations as in [1], [2], [27] or [34] one can show

that for any 6,7 € R the product measure
= H 9, r
jem
is stationary for the Markov process A/* on Q" with infinitesimal generator L. We will refer to

these measures as the canonical measures. Since ) ;G and > ; 1; are conserved, the canonical

measures on {)" are not ergodic. The conditioned measures defined on €27, ; by:

H{w € Y
my N(Ww) =Ty, ch Z, an _7T97( w){w 7N}

7 7T9,7‘ (Q7ZL,N)

are also stationary and due to condition (B) satisfied by the rate functions they are also ergodic.
We shall call these measures the microcanonical measures of our system. It is easy to see that

the measure 7% ,; does not depend on the values of 0, 7.

4.2.3 Expectations, fluxes

Expectation, variance, covariance with respect to the measures 73,7 will be denoted by Eg ,(.),
Vary ,(.), Covy ,(.).
We compute the expectations of the conserved quantities with respect to the canonical

measures, as functions of the parameters 6§ and 7:

’LL(Q, T) = EG T Z C 779 7' 89G(9, 7-) = GGa
we)

0(977—) = EG,T(n) = Z n(w)ﬂ—a,‘r(w) = aTG(Q,T) = Gr.
weN

We will usually note partial derivatives by using the respective subscripts, as long as it does

not cause confusion. Elementary calculations show, that the matrix-valued function

ug  Ur Gog  Gor "
= = G 0 T
<UG UT) (GQT GTT) (’)
is equal to the covariance matrix Covy ,((,n) and as a consequence the function (6,7) —

(u(@,7),v(0,7)) is invertible. We denote the inverse function by (u,v) — (0(u,v),7(u,v)).
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Denote by (u,v) +— S(u,v) the convex conjugate (Legendre transform) of the strictly convex
function (0, 7) — G(6,7):

S(u,v) := 501171_) (ub +vr — G(0,7)), (4.5)
and
D = {(u,v) e Ry xR: S(u,v) < oo} (4.6)

= cof{(((w),n(w)) : w € Q},

where co stands for convex hull. In probabilistic terms: S(u,v) is the rate function for joint
large deviations of (3, (j,>_;m;). If (u,v) is inside D then we have

0(u,v) = Sy(u,v), T(u,v) = Sy(u,v).

With slight abuse of notation we shall denote: oy ) r(uw) =t Tuw; Wg(u’v)’ (wp) = T
Eg(uv),r(up) = BEuw, etc. Clearly, m,, can be defined naturally on the boundary of D, in
that case m,, does not puts zero weight on some of the elements of (2.

We introduce the flux of the conserved quantities. The infinitesimal generator L™ acts on

the conserved quantities as follows:

L"G = —p(wi, wit1) + d(wi—1,w;) =1 —¢; + di—1,
L"n; = —p(wi, wit1) + Y(wim1, wi) = = + i1,

where
dlwi,wa) = Y r(wr,wawl,wh)(((wh) — ((wa)) + Cy
Wi wheN (4 7)
dlwiw) = > r(wnwsswh,wh)(n(wh) — n(ws)) + Ca '
wi wheN

(The constants C, Co may be chosen arbitrarily, we will fix them later.) We shall denote the

expectations of these functions with respect to the canonical measure 7r12w by
B(u,v) = By (0). U, v) 1= By (4). (4.8)
The following lemma was proved in [35].

Lemma 14. Suppose we have a particle system with two conserved quantities and rates satis-

fying conditions (A) and (C). Then

0V (u(@,7),v(0,7)) = 0-P (u(d,7),v(0,7)).
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The first derivative matrix of the fluxes ® and ¥ (with resp. to u,v) will be denoted by

D = D(u,v) == ( iz $ > . (4.9)

From Lemma 14 it follows that D(u,v) is (weakly) hyperbolic, it can be diagonalized in a real
sense (see [35]). We denote the two eigenvalues of D by A and p, and the corresponding right

and left eigenvectors by r = (r1,72)%,s = (51, 82)" and 1 = (I1,12), m = (my, ma):

Dr = JAr, 1D =)l
Ds =pus, mD = pm.

Although we do not denote it explicitly, all of these are functions of (u,v). We can assume
r|=|s|]=1, l'r=1, m-s=1.

The second derivatives of the macroscopic fluxes are denoted by ®”, ¥, these are symmetric

two-by-two matrices depending on (u,v).

4.2.4 The spectral gap condition

Let [ be a positive integer and (Z, N) integers with Z € [l min (,lmax (], N € [l minn, maxn].

Expectation with respect to the measure 7TlZ n is denoted by ElZ N( . ) For f: QIZ N — R let

-1
w) = Z Z r(wj,wj+1;w’,w")(f(®“j;$/1/w) f(w)),

y — / "
j=lw w

1 _ A7) 2
- 52 v | X e, ) (FO5510) - Fw)
j=1 W' W'

LZZ7 y is the infinitesimal generator restricted to the hyperplane QZZ N and DlZ7 n is the Dirichlet
form associated to LIZ y (or to its symmetric part). Note, that LlZ’ y is defined with free boundary
conditions.

We will assume the following additional condition on our models:

(D) There exists a positive constant W independent of [, Z, N such that for any f : QlZ Ny — R
with EY v f =0

El 4> < W1 DYy n(f).

Remark. Presumably (D) is true for all (or a large class of) the models satisfying conditions
(A)-(C). The techniques of [16] should be suitable to get the desired gap estimates, but we do

not know about any published results covering our case.
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4.3 Perturbation of the Eulerian hdl

In [35] it was proved by the application of Yau’s relative entropy method, that under Eulerian
scaling the local density profiles of the conserved quantities evolve according to the following

system of partial differential equations:

{@u—i—ﬁsz(u,v) =0

(4.10)
0w + 0, ¥(u,v) = 0.

This pde is usually a strictly hyperbolic conservation law (i.e. D(u,v) has two distinct real
eigenvalues), weak hyperbolicity follows from Lemma 14 (see [35]). Since the relative entropy
method needs smoothness conditions for the solution of the limiting equation, the previous
result holds only up to a finite time, till the appearance of the first shock. We note, that
[21] gives the first major result about the Eulerian hydrodynamic limit for multi-component

hyperbolic systems, also with the application of Yau’s method.

4.3.1 Formal perturbation

We will investigate the hydrodynamic behavior of small perturbations of an equilibrium point.
For that we need to understand the asymptotics of small perturbations of a constant solution of
(4.10). One of the perturbation techniques is the so-called method of weakly nonlinear geometric
optics (see e.g. [3, 10]) which gives the following formal result.

Fix a point (ug,vg) in D and suppose that this point is strictly hyperbolic, i.e.

e (4.11)

at (ug,vp). Suppose (uc(t,x),vs(t,x)) is the solution of the pde (4.10) with initial conditions

us(0,z) = wugp+eu(z),

ve(0,2) = wvo+ev(z),

where u*(z),v*(x) are fixed T — R smooth functions. Denote
oo(x) :=1- (u(z),v* (@), cr = [poo(y)dy, (412)
o) = m - (u* (@), 0" (@), s = fy do(y)dy, |

and

ar =1t e et 0 ), gy =1 (ef 075 xf W),

by =m-(st®"s st U, by:=m-(xf s, 1t W), (4.13)
where I,m,r,s and ®”,¥” are the respective vector- and matrix-valued functions taken at

(U()’ Q]0) .
Then, according to the formal computations of the geometric optics method,

( zgg ) = < 2‘3 > +eo(et,x — M) < 2 ) +ed(et,x — pt) < z; ) L OE?), (4.14)
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as € — 0, where ¢ and § are the solutions of the following Cauchy problems:

{ 0o (t,x) + Or (a1 - 30(t,2)* + crazo(t, 7)) = 0, (4.15)
J(O,.CE) = UO(x)a
and
T l $2 C X ==
{ 06 (t, ) + O (b1 - 50(t,2)* + co ba 6(t, x)) 0, (4.16)
5(0,2) = do(w)
Remarks

1. This result means that a small perturbation of a constant solution of (4.10) is governed by
the solutions of two decoupled equations (at least, by formal computations). If a; and b; are
nonzero, then these equations are linear transforms of the Burgers equation. Otherwise the
respective equations become linear transport equations. It is easy to check, that a; # 0, by # 0

hold exactly when the point (ug,vo) is genuinely nonlinear, i.e.
VA-r#0, Vu-s#0

at (ug, vo).

2. The geometric optics method is based on series expansion, thus it needs smoothness as a
condition which could only be true up to a finite time in our case. Surprisingly, this formal
method gives good approximation of the solutions even after the shocks. In [3] the authors
prove that the equation (4.14) is valid, in the sense that for any ¢ > 0 the Li-norm of the
difference of the two sides is bounded by C'te?. In fact, this result is valid for the case if we

consider the pde (4.10) on T (as we do), on R they have even stronger bounds.

4.3.2 The main result

Our main theorem is a similar result on the microscopic level. We will apply Yau’s method,
thus our results will hold in the regime of smooth solutions, only up to a finite time before the
first appearance of shocks.

Suppose, that (ug,vp) is a point in the physical domain which is strictly hyperbolic, see
(4.11). Let u*(x),v*(x) be smooth real functions on T. Define o(¢,x),d(t,z) according to
(4.12), (4.13), (4.15) and (4.16), and suppose that they are smooth in T x [0,7]. Fix a small
positive parameter 3, and suppose that a particle system on Q" satisfying conditions (A)-(D)
has initial distribution for which the density profiles of the two conserved quantities are ’close’
to the functions ug + n~Pu*(-), vo + nPv*(-). Le. the profiles are a small perturbation of the
constant (ug,vp) profile. We also assume, that (ug + n~Pu*(z), vo + n~Pv*(x)) € D holds for
every x € T, at least for n > ng. Then, uniformly for 0 < ¢ < T, at time n'™5t the respective
density profiles will be "close’ to the functions ug + n Pu(™(t,-),vo +n Pv™(t,.), where

(400D oo —ra (7 ) ese i (2).
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For the precise formulation of the result we need to introduce some additional notations. We

will denote by pf' the true distribution of the system at microscopic time nl*ht:
= pl exp{n' Pt} (4.18)
We define the time-dependent reference measure ;' as

l/t = H Truo—&—n*ﬁu(")(t,%),vo-ﬁ-nfﬁv(")(L%)’ (419)

JET™
with u(™,v("™ defined in (4.17). This measure mimics on a microscopic level the macroscopic

profiles ug +nBul™(t,-),vo +n v (t,-). We also choose an absolute reference measure

= H TTun o7y (4.20)
JeT™

which is a stationary measure of our Markov process on Q". The point (u(,v) is chosen in a

way that it lies inside the domain D and
lug — ull| + |vo — vf| < n P, (4.21)

If (up,vp) is inside D, then we may choose (ug,vy) = (ug, vo). By choosing (u(, vy) inside D we
get that any probability measure on Q" is absolutely continuous with respect to 7™. Condition

(4.21) ensures that 7" is ’close enough’ to pj* in entropy sense, uniformly in ¢.
Theorem. Let 5 € (0, é) be fixed. Under the stated conditions, if

H(puglvy) = o(n'~29), (4.22)
then

H(uy|vi") = o(n'~%7), (4.23)
uniformly for 0 <t <T.
The following corollary is a simple consequence of the Theorem and the entropy inequality.

Corollary. Assume the conditions of Theorem 4.3.2. Let g : T — R be a test function. Then
for any t € [0,T]

n~ 4P Z g(l) (Cj(nHﬂt) - u0> - / g(x) (a(t, x— M\nPt)r +6(t,x — /mﬁt):n) dz| 2 0,
jern T
n~1th Z g(l) (nj(nH'ﬁt) - ’Uo> - / g(z) (U(t,x — \nPtyry 4 6(t,x — ,unﬂt)32> dz| 5 0.
jern " T
Remarks.

1. The Theorem states that if the initial distribution of the system is ’close’ to v in relative
entropy sense then at time n'*Pt it will be close to v*. The fact, that ’close’ should mean
0(n'=25) can be easily justified, see e.g. [34] or [35].

2. If instead of condition (D) we assume a similar uniform bound on the logarithmic-Sobolev

constant then our Theorem is valid for § € (0, %)
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4.4 Proof

We will assume, that
(uo, U()) = (0, 0), @U(O, 0) = \I’u(o, 0) =0. (4.24)

It is easy to see, that we can always reduce the general case to get (4.24), via some suitable
linear transformations on (¢, 7). Also, with the proper choice of the constants in the definition

(4.7) we can set

®(0,0) = ¥(0,0) = 0. (4.25)
Assumptions (4.24) imply, that
D:(E)\ 2) 1=rf =(1,0), m=sl=(0,1), (4.26)
and
u™(t,z) = otz —Anft), oM (t,2) =8tz — unt). (4.27)

We introduce the notations

[} () a; ag v v b3 b2 >
d" — uu uv —. , - uu uv —. ) 4.98
( (pvu (I)m) ) < az ag > < \I/vu \I/vv > < b2 bl ( )

Clearly, these definitions agree with the definition (4.13).

We define the functions (¢, z1, z2),0(t, x1, z2) as

1 =2
At = 5 (olte)d( ) + oot [0 - s + % ot
- 0
(4.29)
— ]_ 1 b3 2
Ot 1, 20) = DY <b2 o(t,z1)0(t, x2) + ba 05 (t, z2) / (o(t,z) — co)dz + 5 o(t,x1) >
- 0

The defining partial differential equations (4.15), (4.16) of the functions ¢, 0 are conservation
laws, thus for any 0 <t < T

/a(z, t)dz = ¢4, / d(z,t)dz = cs.
T T

From that it follows that &, are well-defined smooth functions on [0,7] x T x T (i.e. periodic

in z; and x9) with bounded derivatives.

4.4.1 Changing the time-dependent reference measure

The usual way to prove a result like Theorem 4.3.2 is to get a Gronwall-type estimate on
H(pi'|vy):

t
Hp) ~ Hblop) < © [ HGE2) + ol ),
0
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via bounding the derivative 0,H (u}'|vf'). We will use a slightly different approach, by proving

a similar estimate for H (uj'|vf"):

t
H(pi|v') = H(pg7g) < C/O H(p[7) + o(n' 7). (4.30)
Here
7= 1] T =830 (1, £ ),n =B (1, 4 ) (4.31)
jeT™
and @™, 5" are smooth functions defined as
1™ (z,t) = u(x,t) +n P Ttz — APtz — pnPt)
= o(t,x — IPt) + nPE(t, x — Ptz — unPt),
W (z,t) = o™ (x,t) +n Ptz — APtz — unPt), (4.32)

= Otz — punPt) + n P 3(t, x — APtz — unPt).

Because of Lemma 15 and condition (4.22) we have H(u|7) = o(n'~2%) and therefore from

(4.30)
H(pg|7)) = o(n' =)

will follow uniformly for 0 <¢ < T. Using Lemma 15 again we get Theorem 4.3.2.

Lemma 15. Let u}, vf*,v}' be the measures defined as before, with t € [0,T]. Then
H(uy|v}') = o(n' ") = H(iP |77") = o(n'~?").
Proof. We start with

dvy
HUflof) ~ HG 7)== [ tog G (1.33)
n t

By subsections 4.2.2 and 4.2.3 we can calculate that

log W4 () = Z{ (9(n—ﬁu(n),n—ﬁv(n))_g(n—ﬁa(n)m—ﬁg(n)) G

vy :
JeT™

I <T(n—6u(n)’ n=8y™ — 7 (n =By, n—ﬁg(ﬂ))) i
e (g(n—ﬁum), n=Pu™)Y, 7 (n By ™, n—ﬂv(m))

+G (a(n*%(“), n =B, r(n=Ba™, n*/’aﬂ"))) } ,

where, for typographical reasons, we omitted the arguments (¢, %) from the functions u(™, v("
MRENION
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From the previous expression via power-series expansion:

g Joh @) < 0+ on S (Jg - a6 ) 4 oy - o)),
t jeTn

= oo 3 (|G- D)+ - )).
JjeT™

with uniform error terms. Using this with (4.33) and the entropy inequality with respect to v}*

and 7" the lemma follows. O

We also note, that applying the same arguments as in the proof of Lemma 15 we get that
from the conditions (4.21) and (4.22)

H(ug|r") = O(n'~?%)
follows. Since 7" is a stationary measure,
H(uy|7") < H(ug|n") = O(n'~27) (4.34)

for all t > 0.
The proof of the following lemma is a simple application of the entropy inequality with the
entropy bound (4.34). Mind that because of (4.24) and (4.25) we have

Cidﬂn = / mdﬂ'n = ¢Z‘d’ﬂ'n = ’lﬂidﬂn =0.

Lemma 16. Suppose bi,ba,... are real numbers with |bj] < 1 and &; stands for either of n;,
Gj» ¥j or ¢j. Then

1
/ - > bigdpy < OnP.

jeT™
with an absolute constant C.

In the rest of the paper we prove inequality (4.30).

4.4.2 Preparatory computations

We define
(¢t 2) = 0P P (t,2),n P5 (¢, x)),
?(")(t,:r) — nﬁT(n_Bﬁ(n) t’x),n_ﬁi(")(t,x)), (4.35)
05 = 00 ug,nPup),
v = nﬁr(n_ﬁug,n_ﬂvg)



CHAPTER 4. PERTURBATION OF HYPERBOLIC EQUILIBRIUM

122

It is easy to check, that the partial derivatives 9,00 (t,z), 8,7 (t, z), 020 (t, z), 27" (¢, z)

are uniformly bounded in [0, 7] x T. From subsection 4.2.2 we have
vy

ft = dnm
— oo 3 @0 D) - o+ G0 D) (4.36

Jje™
_ —Bm) (g Ly )y I —Bgn) ,—p~n)
G’<n 0 (t,n),n T (t,n)) +G<n 0y, n "7 )}

Differentiating the identity
H(u57) — H(uf |7") = — /Q log Fup

and noting that 0, H (u'|7") < 0 we get the following bound on 0;H (u3|v}"):

=19, H (u o) < —/ (n%L" log ]?t" + n~ 1209, log ﬁ”) dpuy.

Integrating with respect to the time:

RV H (a2 77 — H(uf 7)) / | (0 rmog 2 nm 220,10 1) . (437

We estimate the two terms on the right-hand side separately in the next two subsections

4.4.3 Estimating the first term of (4.37)

From the definitions

n m - —B~(n n(n J
WLMog i) = 0T YT (o - @ 5)) 0,00, )
Jetrr
+ <@Z1j —U(n 5u§ ) n ﬁv](- ))) 9,7 )(t’ﬁ) (4.38)
+Err] (¢, w) + Erry (t),
where
Errf(t,w) = n "7 3" q¢ { (vne ) 2.0 (t, J))
JeT™ n
| ) (¢ J =) J
+ 1 (V TV (¢, n) 0,7 (t, n)>}’ (4.39)

— —[3~ln —fH~n ~'n, ]

jeT
—3~(n —O~Nn ~(n ]
+ v (n ﬁug ),n ﬁv](- )) 0,7 )(t,n)}. (4.40)

Erry(t)

We used the (slightly abused) shorthanded notations

~(n) _ ~(n)gy J
j —U( )(taﬁ)) vj
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and V" denotes the discrete gradient:
n 1
Vigla)=n{gle+ ) —g(@)].

Using the smoothness of 6™ and 7™ and Lemma 16 the expectation of the first error term

can be easily estimated uniformly in ¢ € [0, T):

[ Bt )l deg = 06, (4.41)
Using Lemma 14 it is easy to see that there exists a smooth function U (u,v) such that
OpU (u(0,7),v(0,7)) = ® (u(d,7),v(0,7)), 0-U (u(@,7),v(0,7)) =¥ (u(,7),v(0,7)) .

Thus Err (¢) takes the form:
nopy _ 361 S TCOITR AT (O YO}
Erry(t) =n E%L@xU(n U (,n),n v (,n) ,
J

from which
Erry(t) = O(n~1129), (4.42)

uniformly for ¢ € [0,7]. From previous bounds we have
t ~
/ / 0 L™ log J7'(w)dplds =
0 n
t .
— —(3~n —F~Nn Nn ]
0 1+2B/ / 3 (65— @ Pa ) 2,00 (s, )
o Jar ‘=,
jJeT
—B~(n) —p~n ~(n) (s I\ g,m
+ (05— wn P, n5) ) 0,7 (s, 2 )duyds (4.43)
—i—(’)(n_l”ﬁ)

In the next step we introduce the block averages. We will denote the block size with I = I(n),
it will be large microscopically, but small on the macroscopic scale. In the first computations
we only assume [ > n?% the exact order of | will only be determined at the end of the proof,
after collecting all the error terms. For a local function x; (j € T™) we define its block average
with

-1
! 1
’L{j = 7 Z Kjti-
=0

By partial summation for a smooth function p(z) : T — R we have

> w32 o) < oupl | 3 | -

jETn jeTn jETn
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Using this with Lemma 16 we can replace ¢;,1; in (4.43) with the the respective block averages:
t
/ / n3 L™ log f"( Ydusds =
O n
— — — O~ N Y n j
1+2ﬁ/ / ) { (¢} - 7)) 0,005, L)

jeTn
+ (w; — (", n_ﬁij(n))) 9,7 (s, i)} dplds (4.44)
+0(nP7h).

Finally, using Lemma 17 (the one-block estimate), we replace the block averages qﬁé, 1/1;- by their

"local equilibrium value’: ®( ;,né) and ¥( j,nj) respectively:

t
/ / L7 log [7(w)dplds =
0 n
_1+2,(3/ /n Z CJ»UJ d(n~ 5 )7n_55§”))> axg(n)(s,l)

JeT™
+ (\If(cj’-,né-) - ‘If(n*ﬁa<"),n*ﬂ’z7<”’)) 8,7 (s, L)dplds (4.45)
n
+OMP v B v Y

Lemma 17 (One block estimate).

/ /n Z ‘d)] CJ’”J ‘d,u”dt < C(n 173 +17h,

je™

// 2 ‘1/’] (G5, 15) (du”dt < C(n 133 4,

JeT™

The proof relies on the spectral gap condition (D). It uses the Feynman-Kac formula,
the Raleigh-Schrodinger perturbation technique and the ’equivalence of ensembles’ (see the
Appendix of [13] for all three). A detailed proof can be found in [34] for the one component
case which can be easily adapted for our purposes.

Remark. If instead of the condition (D) we have a similar uniform bound on the logarithmic-

Sobolev constant, then the previous lemma may be strengthened: it holds with the bound
C(n= 173812 4171,

4.4.4 Estimating the second term of (4.37)

Performing the time-derivation we obtain:

— T 1 n ] n n
n~ 1289, log fI = - Z {( e — u; )) 9,6 )(t,ﬁ)—i—( n; —v( )) 7™ (¢, n)} (4.46)

jETn
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By the definitions of 2™, 7(™ and Taylor-expansion we readily get that

™ (t,x) = oy(t,x — AnPt) — AnPoy(t,z — AnPt)
G, (t, . — APt x — unPt) — pza, (t, © — APtz — unt)
+0(n™"),

and

n*0,® (niﬂﬂ(") (z,t), n P (x, t))
= MPou(t,z — AnPt)
NGy, (1,2 — APtz — unPt) + AGa, (t, © — AnPt,x — unPt)

+0y (;ala(t, x — MnPt)? 4 csago(t, x — )\nﬁt)>
1
+0y <a20(t, x — AnPt)(6(t, x — unPt) — cs) + 5&35(2&, x— ,unﬁt)2>

+0(n"),

with uniform error terms. (G,, and 7,, are the partial derivatives of & (¢, z1,z2) with respect
to the second and third variable.) Adding up these equations and checking the definitions for

0,0, we see that all the significant terms on the right hand side cancel to give:

8,a™ + 8, (nw@(n’ﬁﬂ(”), n= A5 )) = O(n"P). (4.47)
Similarly,

85" + 0, (n%\y(n*ﬁa("),m%m) )) = O(n?). (4.48)
From (4.47) and (4.48):

9,0™ = 0,0,a™ + 6,00
—n2%9,8, (cp(n*ﬂa(m,n*%(n))) — n2%9,9, (xp(nfﬁam),n*%("))) +On0)
= —nP(0,Py + 0,9,)0,0™ — nP (0,8, + 0,9,)0,5™ + O(n~?)
= —nP(0,Py + Tu0,) 00" — nP(0,By + 7, 0,) 0,0 + O(n~P)
= —nl®,0,0" — n’W,0,7" + O(n P (4.49)

In the fourth line we used 7, = 0, and Lemma 14. To simplify notations, we omitted the
arguments (t,z) from the functions 5("),?(”), 2™, 5" and the arguments (n‘ﬁﬁ(”),n_ﬂ'ﬁ(”))

from all the partial derivatives of 8,7, ®, ¥ with respect to u,v. Similarly,

87" = —n2®,0,00 — n0,0,7™ + O(n~P). (4.50)
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Hence from (4.46):

n~1*209, 1og f1!
1420 30 (gj _ nfﬂﬂg.n)) o, (n75ﬂ§n)7nfﬁv(n)> 8,0 (¢, 1)
JeT™
+ (G —n @) wy (na, 0 M) 0,70, 2) (4.51)
+ (my =005 ) @y (7 0 ) 0,002, 2 )
+ (77] - n*ﬂ'ﬁj(.n)) v, (n*ﬁu( ),nfﬁvj(n)) 9,7t fz)}
+Errs(t,w),
where
1 —F~n —3~Nn
Brrs(t,w) = — Y (G =07 @) bi(0) + (1 — 075" (1) (4.52)
JeT™
and b;(t) and ¢;(t) are uniformly bounded constants. Using Lemma 16 we get that
[ 1Bt di = 0(07?). (4.53

We can exchange (j,7; with their block-averages le, né (as in the previous subsection) which

(after the time-integration) gives the following estimate:

+0(nP v nfh),

4.4.5 Block replacement

For a function Y(u,v) we denote

Ry (u1,v1; ug, v2) := Y(ui,v1) — Y(ug,v2) — Lo (uz, v2)(u1 — u2) — Ty (ug, v2)(vy — v2).
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Collecting the estimates of the previous subsections we have
H(pui'|7) — H(pi [7)

<on [ 5 ([Re (o006, 2 s, )|

e (4.55)
+ ’R\p <C§,n§;n‘ﬁﬂ(")(s, %),n_ﬁi(”)(s, i)) D dulds
+O(n P vnl v A3
The second derivatives of & and ¥ are bounded thus

R (hanfsn 25 20,5505, D) )| [ (o506, D905, )

n
J
9 n))2> )
which means that it is sufficient to estimate

%1/)§:<d_n QJO du? mﬂnwl/)§:<n—nﬂ(mﬁﬁ dpi!

JjeT™ jET™

_l’_

<0 (¢ =T s, D+ (ah = 0 (s

uniformly in t. We estimate the first expression, the other will follow the same way. We denote

1 i
@- = Elj(t,g) =7 Z <§j+i —n Py, »7)> _
=0

n
Since 9,u(™ (t, x) is uniformly bounded for (t,z) € [0,T] x T, we have
() = (¢ —n ) = 0(n~P 1)
uniformly in j7 € T™, ¢t € [0,7] and it is enough to estimate
n?’~ l/n Z Cy d#t
FET™

Applying the entropy inequality with respect to the time-dependent reference measure ;' and

using Holder’s inequality:
w2 [ ST (@) < S ) + 2 S tog By exp (1UE)2) (456)
" JjeT™ jeT™

for any v > 0. D is compact, ¢ is bounded thus there exists a positive constant C such that

log E,, , exp ((C — u)y) < Oy?

for all (u,v) € D and y € R. Thus as a consequence of Lemma 18, there exists a small v > 0
for which

1 Z log E5n exp (71(8)2) <1

n Vi J '

JET™



128 CHAPTER 4. PERTURBATION OF HYPERBOLIC EQUILIBRIUM
Substituting into (4.56):
N\ 2
Y (<§~ G i)) dpij < Cn® U H (i |[77) + O(n*17Y).
Qn jETn

Collecting all the estimates, from (4.55) we get
t
n? =Y (H (P |07 — H(up o)) < Cn281 / H(p™Mo™)ds + O(n=P v Pl v n= 12013 v n26171),
0

Choosing [ with
23 1+6
n LlKns

the error term becomes o(1) and the Theorem follows via the Gronwall inequality. (If we have
the logarithmic-Sobolev condition, and thus a stronger version of Lemma 17, then [ can be
chosen with n?% < | < n"%" to make all the error terms o(1).)

The proof of Lemma 18 can be found in [34] or [36].

Lemma 18. Suppose &1,&2, ... are independent random variables with K& = 0 for which
log E exp(y&;) < Cy?

with a positive constant C' independent of i and y. Then there exists a small positive constants

~ depending only on C' such that

log E exp (vl(§£)2> <L
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