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#### Abstract

In the present thesis a new approach for the statistical analysis of Hidden Markov Models (HMM-s), in particular for the analysis of the maximumlikelihood estimate, is laid down. Useful connection between the estimation theory of HMM-s and linear stochastic systems is established via the theory of L-mixing processes.

Our analysis is applicable to HMM-s with a general state-space and readout space, assuming that the state process satisfies the Doeblin's condition. The key technical results give conditions for the functions of the input-output process of a non-linear stochastic systems to be $L$-mixing. This is then applied to HMM-s extended by the filter process. Several applications are presented: we state a strong approximation theorem for finite state HMMs , we give an on-line estimation procedure, and we deal with the fixed-gain estimation of HMM-s and apply the results for change detection.
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## Chapter 1

## Introduction

A Hidden Markov Model (HMM) is a discrete-time finite-state homogenous Markov chain observed through a discrete-time memoryless invariant channel. The channel is characterized by a finite set of transition densities indexed by the states of the Markov chain. These densities may be members of any parametric family such as Gaussian, Poisson, etc. The initial distribution of the Markov chain, the transition matrix, and the densities of the channel may depend on some parameter that characterizes the HMM.

Hidden Markov Models have become a basic tool for modelling stochastic systems with a wide range of applications in such diverse areas as nanotecnology [31], quantized Gaussian linear regression [17, 18], telecommunication [52], speech recognition [30], switching systems [16, 20], financial mathematics [13] and protein research [53].

A good introduction to HMM-s with recent results is given in [15]. An extension of HMM-s allowing dynamic memory is presented in [49].

The estimation of the dynamics of a Hidden Markov Model is a basic problem in applications. The first fundamental result is due to Baum and Petrie for finite state Markov chains with finite-range read-outs [5]. Their analysis relies on the Shannon-Breiman-McMillan theorem, and exploits the finiteness of both the state-space $\mathcal{X}$ and the read-out space $\mathcal{Y}$. Strong consistency of the maximum-likelihood estimator for finite-state and binary readout HMM-s has been established by Araposthatis and Marcus in [1]. An important technical tool, the exponential forgetting of the predictive filter
has also been established. Strong consistency of the maximum-likelihood estimator for continuous read-out space has been first proven by Leroux in [41] using the subadditive ergodic theorem. An extensive study of HMM-s with finite state-space and continuous read-out-space has been carried out by LeGland and Mevel in [40] and [39] using the theory of geometric ergodicity for Markov chains. These results have been extended to compact state space and continuous read-out space by Douc and Matias in [9]. Strong consistency for the maximum-likelihood estimate for continous-time HMM-s with finite state-space and Gaussian read-out has been established by Moore and Elliott using martingale-theory in [14]. Adaptive control of HMM-s has been considered in Duncan et al. [11].

A key element in the statistical analysis of HMM-s is a strong law of large numbers for the log-likelihood function. All the listed tools are quite powerful and applicable under very weak conditions to derive strong laws of large numbers. The most fertile approach seems to be that of LeGland and Mevel, based on the use of geometric ergodicity, and leading to results such as CLT or convergence of recursive estimators.

However, it is known from the statistical theory of linear stochastic systems that these classical results of statistics are not always sufficiently informative to answer natural questions like the performance of adaptive predictors. This has been pointed out by Gerencsér and Rissanen in [28], see also [26]. In fact, the performance analysis of adaptive predictors and controllers has lead prompted research in deriving strong approximation results for estimators of linear stochastic systems. For off-line estimators the strongest result on such a strong approximation is given in [24].

A main technical tool for deriving these results is the concept of $L$-mixing processes, developed in [23], a generalization of what is known as exponentially stable processes, introduced by Caines and Rissanen in [48] and Ljung [42]. This is a concept which, in its motivation, strongly exploits the stability and the linear algebraic structure of the underlying stochastic system.

A simple, but important observation is that using a random mapping representation of HMM-s (which goes back to Borkar [8], see also [33]), the concept of $L$-mixing naturally extends for HMM-s. Thus e.g. if the state-
process satisfies the Doeblin-condition, then any fixed bounded measurable function of a Hidden Markov process will result in an $L$-mixing process, see Theorem 3.2.1 below.

Although the state space and the read-out space of a general HMM may have no algebraic structure, the filter process is known to be generated by a non-linear algebraic recursion, known as the Baum-equation, with the observation process as the input process. Uniform exponential stability of this non-linear dynamic system has been investigated in several papers, see e.g. [2], [40]. This stability property will play a major role in establishing $L$ mixing of the extended HMM.

The structure of the thesis is the following: Chapter 2 contains the definitions and an overview of known related results. In Chapter 3 the key technical tools are given for general non-linear stochastic systems that exhibit uniform exponential stability, driven by a Markov-process, giving conditions under which a fixed static function of the input-output process will be $L$ mixing. The application of the results of Chapter 3 to HMM-s will be given in Chapter 4. HMM-s with finite state-space and general read-out space, under Doeblin-condition for the state-process will be given in Section 4.1. To conclude Section 4.1 we compare our conditions with those of [40] that ensure geometric ergodicity of the extended process. The results of Section 4.1 are extended to HMM-s with general compact state space in Section 4.2.

In further chapters applications of our results in the statistical analysis of HMM-s are presented. In Chapter 5 the recursive estimation of HMMs is investigated. In Chapter 6 we state a strong approximation theorem for finite state HMM-s, inspired by [24]. This fine characterization of the estimator process is not of purely academic interest: it plays a key role in the analysis of the effect of statistical uncertainty and in certain problems of stochastic complexity, see e.g. [26].

In Chapter 7 we follow the same route as in Chapter 6, but this time for Hidden Markov Models with fixed gain or forgetting rate $\lambda$. We also establish an explicit formula for the error term. In Chapter 8, using the above representation of the error term, we investigate the effect of parameter uncertainty on the performance of an adaptive encoding procedure. Using
this result and ideas from the theory of stochastic complexity, a change point detection method for HMM-s is developed.

## Chapter 2

## Preliminaries

### 2.1 Hidden Markov Models

We consider Hidden Markov Models with a general state space $\mathcal{X}$ and a general observation or read-out space $\mathcal{Y}$. Both are assumed to be Polish spaces, i.e. they are complete, separable metric spaces, equipped with their respective Borel-fields. Throughout the dissertation capital letters with lower index $n$, such as $\left(X_{n}\right)$, will denote discrete-time processes on the positive axis, i.e. $n \in \mathbb{N}$, if not otherwise stated.

Definition 2.1.1 The pair $\left(X_{n}, Y_{n}\right)$ is a Hidden Markov process if $\left(X_{n}\right)$ is a homogenous Markov process with state space $\mathcal{X}$ and the observation sequence $\left(Y_{n}\right)$ is conditionally independent and identically distributed given the $\sigma$-field generated by the process $\left(X_{n}\right)$.

Example 2.1.2 Assume that the observations are of the form

$$
Y_{n}=h\left(X_{n}\right)+\epsilon_{n},
$$

for any integer $n \geq 0$, where $\left\{\epsilon_{n}, n \geq 0\right\}$ is a Gaussian white noise sequence independent of the Markov process $\left\{X_{n}, n \geq 0\right\}$, and $h: \mathcal{X} \rightarrow \mathbb{R}$ is measurable.

To illustrate the basic concepts let the state space of the Hidden Markov Model be finite now, i.e. $|\mathcal{X}|=N$. The results for general compact state space are discussed in Section 4.2.

Let $Q^{*}$ be the transition probability matrix of the unobserved Markov process ( $X_{n}$ ), i.e.

$$
Q_{i j}^{*}=P\left(X_{n+1}=j \mid X_{n}=i\right),
$$

where $*$ indicates that we take the true value of the corresponding unknown quantity. Throughout the dissertation we deal with parametric problems, i.e. the unknown quantities depend on a parameter. The true value of the parameter (or the unknown quantities) is the one which is used to generate the process.

If $\mathcal{Y}$ is finite, say $|\mathcal{Y}|=M$, then conditional independence can be written as

$$
\begin{gathered}
P\left(Y_{n}=y_{n}, \ldots Y_{0}=y_{0} \mid X_{n}=x_{n}, \ldots X_{0}=x_{0}\right)= \\
\prod_{i=0}^{n} P\left(Y_{i}=y_{i} \mid X_{i}=x_{i}\right) .
\end{gathered}
$$

In this case we will use the following notation:

$$
P\left(Y_{k}=y \mid X_{k}=x\right)=b^{* x}(y) .
$$

Continuous read-outs will be defined by taking the following conditional densities:

$$
\begin{equation*}
P\left(Y_{n} \in d y \mid X_{n}=x\right)=b^{* x}(y) \lambda(d y), \tag{2.1}
\end{equation*}
$$

where $\lambda$ is a fixed nonnegative, $\sigma$-finite measure. Let us introduce the following notations:

$$
B^{*}(y)=\operatorname{diag}\left(b^{* i}(y)\right),
$$

where $i=1, \ldots, N$ and

$$
b^{*}(y)=\left(b^{* 1}, \ldots, b^{* N}\right)^{T} .
$$

For notational convenience we write $Q>0$ if all the elements of the transition probability matrix are strictly positive.

A key quantity in estimation theory is the predictive filter defined by

$$
p_{n+1}^{* j}=P\left(X_{n+1}=j \mid Y_{n}, \ldots, Y_{0}\right)
$$

Writing $p_{n+1}^{*}=\left(p_{n+1}^{* 1}, \ldots, p_{n+1}^{* N}\right)^{T}$, we know from [5] that the filter process satisfies the Baum-equation

$$
\begin{equation*}
p_{n+1}^{*}=\pi\left(Q^{* T} B^{*}\left(Y_{n}\right) p_{n}^{*}\right), \tag{2.2}
\end{equation*}
$$

both in discrete and continuous read-out cases, where $\pi$ is the normalizing operator: for $x \in \mathbb{R}^{N}, x \geq 0, x \neq 0$ set $\pi(x)^{i}=x^{i} / \sum_{j=1}^{N} x^{j}$. Here $p_{0}^{* j}=$ $P\left(X_{0}=j\right)$.

In practice, the transition probability matrix $Q^{*}$ and the initial probability distribution $p_{0}^{*}$ of the unobserved Markov chain $\left(X_{n}\right)$ as well as the conditional probabilities $b^{* i}(y)$ of the observation sequence $\left(Y_{n}\right)$ are possibly unknown. For this reason we consider the Baum-equation in a more general sense:

$$
\begin{equation*}
p_{n+1}=\pi\left(Q^{T} B\left(Y_{n}\right) p_{n}\right), \tag{2.3}
\end{equation*}
$$

with initial condition $p_{0}=q$, where $Q \in \mathbb{R}^{N \times N}$ is a stochastic matrix, $B(y)=\operatorname{diag}\left(b^{i}(y)\right)$ is a collection of conditional probabilities, and $q \in \mathbb{R}^{N}$ is a probability vector, i.e. $q^{i} \geq 0$ for $i=1, \ldots N$ and $\sum_{i=1}^{N} q^{i}=1$.

We will take an arbitrary probability vector $q$ as initial condition, and the solution of the Baum equation will be denoted by $p_{n}(q)$.

From the statistical point of view it is crucial whether the Baum equation is exponentially stable, i.e. the distance between iterates $p_{n}(q)$ and $p_{n}\left(q^{\prime}\right)$ goes to zero exponentially fast, where $q, q^{\prime}$ are arbitrary initializations. This has been established in [40] for continuous read-outs under appropriate conditions.

Proposition 2.1.3 Assume that $Q>0$ and $b^{x}(y)>0$ for all $x, y$. Let $q, q^{\prime}$ be any two initializations. Then for some $0<\delta<1$,

$$
\begin{equation*}
\left\|p_{n}(q)-p_{n}\left(q^{\prime}\right)\right\|_{T V} \leq C(1-\delta)^{n}\left\|q-q^{\prime}\right\|_{T V}, \tag{2.4}
\end{equation*}
$$

where $\|\cdot\|_{T V}$ denotes the total variation norm.
That is, the filter forgets its initial condition with an exponential rate. An essential feature of the result is that $\left\|q-q^{\prime}\right\|_{T V}$ shows up in the upper bound, see [2]. We note that Proposition 2.1.3 is a purely linear algebraic statement,
i.e. there is no need for probability. We also note that the total variation norm is not required in this result as the vectors $p_{n}(q) \in \mathbb{R}^{N}$ are in a finite dimensional space. We will need the total variation norm when the state space is not finite, see Section 4.2.

If $Q$ is only primitive, i.e. $Q^{r}>0$ with some positive integer $r>1$, then (2.4) holds with a random $C$, see [40].

Let $D$ be a non-empty, open subset of $\mathbb{R}^{r}$. Consider the following estimation problem: let $Q(\theta)$ and $b(\theta)$ be parameterized by $\theta \in D$, and let

$$
Q^{*}=Q\left(\theta^{*}\right), \quad b^{*}=b\left(\theta^{*}\right)
$$

Usually the entries of $Q$ are included in $\theta$.
For the log-likelihood function we have

$$
\begin{equation*}
\log p\left(y_{0}, \ldots y_{n}, \theta\right)=\sum_{k=1}^{n-1} \log p\left(y_{k} \mid y_{k-1}, \ldots y_{0}, \theta\right)+\log p\left(y_{0}, \theta\right) \tag{2.5}
\end{equation*}
$$

The $k$-th term in (2.5) for $k \geq 1$ can be written as

$$
\log \sum_{i} b^{i}\left(y_{k}, \theta\right) P\left(X_{k-1}=i \mid y_{k-1}, \ldots, y_{0}, \theta\right)=\log \sum_{i} b^{i}\left(y_{k}, \theta\right) p_{k}^{i}(\theta) .
$$

Now write

$$
\begin{equation*}
g(y, p, \theta)=\log \sum_{i} b^{i}(y, \theta) p^{i}(\theta), \tag{2.6}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\log p\left(y_{N}, \ldots, y_{0}, \theta\right)=\sum_{k=1}^{N} g\left(y_{k}, p_{k}, \theta\right)+\log p\left(y_{0}, \theta\right) \tag{2.7}
\end{equation*}
$$

A standard step in proving consistency of the maximum likelihood estimator is to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \log p\left(y_{0}, \ldots y_{N}, \theta\right) \tag{2.8}
\end{equation*}
$$

exists almost surely (uniformly in $\theta$ ), see [42].
The limit of (2.8) was investigated in various setup in the literature. An overview is presented in the next section.

### 2.2 Entropy Ergodic Theorems

We review ergodic theorems for the sample entropy and relative entropy densities of HMM-s. The fundamental ergodic theorem for the sample entropy of a stationary ergodic finite state process, not necessarily an HMM, is given by the Shannon-Breiman-McMillan theorem. Let $\left(Y_{n}\right)$ denote such a process and let $P_{Y}$ denote its distribution. Let $p\left(y_{1}, \ldots y_{n}\right)$ denote the $n$-dimensional probability mass function induced by $P_{Y}$. The theorem states that

$$
\lim _{n \rightarrow \infty}-\frac{1}{n} \log p\left(Y_{1}, \ldots Y_{n}\right)=H(Y) \quad P_{Y}-\text { a.s. }
$$

where

$$
H(Y)=\lim _{n \rightarrow \infty} \frac{1}{n} E_{P_{Y}}\left(-\log p\left(Y_{1}, \ldots Y_{n}\right)\right)
$$

is the entropy rate of $\left(Y_{n}\right)$
This theorem implies for a finite state finite read-out HMM:

$$
\lim _{n \rightarrow \infty}-\frac{1}{n} \log p\left(Y_{1}, \ldots, Y_{n} ; \theta^{*}\right)=H\left(\theta^{*}\right) \quad P_{\theta^{*-}} \text { a.s. }
$$

The Shannon-Breiman-McMillan theorem has been generalized by Barron to non-discrete processes, see [4]. Let $\left(Y_{n}\right)$ be a stochastic process on a probability space $(\Omega, \mathcal{B}, P)$. Suppose that the joint distribution $P_{n}$ for $\left(Y_{1}, \ldots, Y_{n}\right)$ has a probability density function $p_{n}\left(y_{1}, \ldots, y_{n}\right)$ with respect to a $\sigma$-finite measure $M_{n}$. Let $p\left(Y_{n+1} \mid Y_{1}, \ldots, Y_{n}\right)$ denote the conditional density for $n \geq 1$. Then we have

Proposition 2.2.1 (Barron 1985, [4]) If $\left(Y_{n}\right)$ is a stationary ergodic process and there exists an integer $m$ such that for all $n \geq m$

$$
E \log p\left(Y_{n+1} \mid Y_{1}, \ldots Y_{n}\right)>-\infty
$$

then the sequence of relative entropy densities $\frac{1}{n} \log p_{n}\left(Y_{1}, \ldots, Y_{n}\right)$ converges almost surely to the relative entropy rate, i.e.

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log p_{n}\left(Y_{1}, \ldots Y_{n}\right)=D
$$

where

$$
D=\lim _{n \rightarrow \infty} E \log p\left(Y_{n+1} \mid Y_{1}, \ldots Y_{n}\right) .
$$

Let $P_{\theta}$ denote a distribution of the misspecified Hidden Markov Model and let $p\left(y_{1}, \ldots, y_{n}, \theta\right)$ denote the induced $n$-dimensional density. A central question in estimation problems is the ergodic theorem for $\log p\left(Y_{1}, \ldots, Y_{n}, \theta\right)$, i.e. the existence of the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log p\left(Y_{1}, \ldots, Y_{n}, \theta\right) \tag{2.9}
\end{equation*}
$$

where $\left(Y_{n}\right)$ is a stationary ergodic HMM with distribution $P_{\theta^{*}}$. Leroux proved the existence of a limit (2.9) for a stationary ergodic general HMM, see [41].

Proposition 2.2.2 (Leroux 1992, [41]) Assume that the Markov chain ( $X_{n}$ ) is irreducible and aperiodic and observation conditional densities satisfy

$$
E_{\theta^{*}}\left(\left|\log b\left(Y_{1}, \theta_{j}\left(\theta^{*}\right)\right)\right|\right)<\infty \quad \text { for } j=1, \ldots N .
$$

Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log p\left(Y_{1}, \ldots, Y_{n}, \theta\right)=H\left(\theta, \theta^{*}\right) \quad P_{\theta^{*}}-\text { a.s. }
$$

where

$$
H\left(\theta, \theta^{*}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} E_{\theta^{*}}\left(\log p\left(Y_{1}, \ldots, Y_{n}, \theta\right)<\infty\right.
$$

The theorem is proved using Kingman's ergodic theorem for subadditive processes (see [41]).

Similar ergodic theorems for relative entropy densities of several extensions of standard HMM-s were recently proved under suitable conditions. Francq and Roussignol [20] studied stationary ergodic switching autoregressive processes with finite-state Markov regime defined by

$$
\begin{equation*}
Z_{n}=g\left(Z_{n-1}, X_{n}, \theta\right)+h\left(V_{n}, S_{n}, \theta\right), \tag{2.10}
\end{equation*}
$$

where $Z_{n}$ is a sequence of $r$-dimensional random vectors, $X_{n}$ is a finitestate Markov chain, $V_{n}$ is a sequence of i.i.d. $k$-dimensional random vectors independent of $X_{n}, g(\cdot, \cdot, \cdot)$ and $h(\cdot, \cdot, \cdot)$ are measurable functions from $\mathbb{R}^{r} \times$ $\mathcal{X} \times \Theta$ to $\mathbb{R}^{r}$ and from $\mathbb{R}^{k} \times \mathcal{X} \times \Theta$ to $\mathbb{R}^{r}$, respectively. They proved an ergodic theorem for the normalized conditional log-likelihood

$$
\frac{1}{n} \log p\left(Z_{1}, \ldots, Z_{n} \mid z_{0}, \theta\right)
$$

by expressing the conditional density as a product of random matrices and then applying the Furstenberg and Kesten ergodic theorem, see [21]. The sequence converges almost surely to the upper Lyapunov exponent of the sequence of auxiliary random matrices. The standard HMM is a special case of $(2.10)$ which corresponds to $g(\cdot, \cdot, \cdot) \equiv 0$.

Krishnamurty and Rydén studied stationary ergodic switching autoregressive processes with finite-state Markov regime described by

$$
Y_{n}=g\left(Y_{n-r}, \ldots, Y_{n-1}, X_{n}, W_{n}, \theta\right),
$$

where $\left(Y_{n}\right)$ is a scalar process, $g$ is an arbitrary measurable function, and $\left(W_{n}\right)$ is a scalar i.i.d. process. They arrived at a similar ergodic theorem for the normalized conditional log-likelihood using also Kingman's ergodic theorem following Leroux, see [34].

For misspecified HMM-s, defined in Section 2.1, the predictive filter $\left(p_{n}\right)$ is not a Markov chain under $P_{\theta^{*}}$, but the triplet (state, observation, wrong predictive filter) is a Markov chain. Let $Z_{n}=\left(X_{n}, Y_{n}, p_{n}\right)$ denote this extended Markov chain. LeGland and Mevel proved geometric ergodicity of the Markov chain $Z_{n}$ and showed existence of a unique invariant distribution under suitable conditions. In particular, this property implies an ergodic theorem for finite-state general HMMs similar to (2.9).

Douc and Matias [9] extended this approach to a general HMM with a compact state space that is not necessarily finite. They developed an ergodic theorem for an HMM with arbitrary, not necessarily stationary initial state density.

Douc, Moulines and Rydén [10] studied general forms of switching autoregressive processes with a compact state space that is not necessarily finite. They proved an ergodic theorem similar to (2.9) for almost sure and $L_{1}$ convergence of the normalized conditional log-likelihood of the observation sequence. They relied on uniform exponential forgetting of the initial distribution of the inhomogeneous Markov chain representing the states given the observation sequence.

### 2.3 L-mixing processes

In this section an overview of L-mixing processes is presented. The concept of L-mixing introduced by László Gerencsér [23] seemed to be a very powerful tool in the analysis of linear stochastic systems. Establishing a connection between HMM-s and linear stochastic systems this technique became the main technical tool analyzing Hidden Markov Models in this thesis.

Let a probability space $(\Omega, \mathcal{F}, P)$ be given. Consider an $\mathbb{R}^{m}$-valued stochastic process $\left(X_{n}\right), n \geq 0$ defined on $(\Omega, \mathcal{F}, P)$. From now on we do not make explicit reference to $(\Omega, \mathcal{F}, P)$ any more.

Definition 2.3.1 We say that the stochastic process $\left(X_{n}\right), n \geq 0$ is $M$ bounded if for all $1 \leq q<\infty$

$$
M_{q}(x)=\sup _{n \geq 0} E^{\frac{1}{q}}\left|X_{n}\right|^{q}<\infty .
$$

If $\left(X_{n}\right)$ is $M$-bounded we shall also write $X_{n}=O_{M}(1)$. Similarly if $c_{n}$ is a positive sequence we write $X_{n}=O_{M}\left(c_{n}\right)$ if $X_{n} / c_{n}=O_{M}(1)$.

This definition extends to parameter-dependent stochastic processes $\left(X_{n}(\theta)\right), n \geq 0$. Let $D \subset \mathbb{R}^{p}$ be an open domain. A parameter-dependent stochastic process $\left(X_{n}(\theta)\right), n \geq 0$ is a sequence of measurable mappings for $n \geq 0$ from $(\Omega \times D, \mathcal{F} \otimes \mathcal{B}(D))$ to $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Here $\mathcal{B}(D)$ denotes the $\sigma$-field of Borel-sets of $D$. For each fixed $n,\left(X_{n}(\theta)\right)$ can be considered as a random field over $D$. In this case we require

$$
M_{q}(x)=\sup _{n \geq 0, \theta \in D} E^{\frac{1}{q}}\left|X_{n}(\theta)\right|^{q}<\infty
$$

We say that a sequence of random variables $X_{n}$ tends to a random variable $X$ in the $M$-sense if for all $q \geq 1$ we have

$$
\lim _{n \rightarrow \infty} E^{\frac{1}{q}}\left|X_{n}-X\right|^{q}=0
$$

Let $\left(\mathcal{F}_{n}\right), n \geq 0$ be a family of monotone increasing $\sigma$-fields and $\left(\mathcal{F}_{n}^{+}\right)$, $n \geq 0$ be a monotone decreasing family of $\sigma$-fields. We assume that for all $n \geq 0, \mathcal{F}_{n}$ and $\mathcal{F}_{n}^{+}$are independent. A standard example is

$$
\begin{equation*}
\mathcal{F}_{n}=\sigma\left\{e_{i}: i \leq n\right\} \quad \mathcal{F}_{n}^{+}=\sigma\left\{e_{i}: i>n\right\}, \tag{2.11}
\end{equation*}
$$

where $\left(e_{i}\right), i \geq 0$ is an independent sequence of random variables.

Definition 2.3.2 A stochastic process $\left(X_{n}\right), n \geq 0$ is L-mixing with respect to $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right)$, if it is $\mathcal{F}_{n}$-adapted, $M$-bounded, and for $1 \leq q<\infty$ and $\tau \in \mathbb{Z}^{+}$

$$
\gamma_{q}(\tau)=\sup _{n \geq \tau} E^{\frac{1}{q}}\left|X_{n}-E\left(X_{n} \mid \mathcal{F}_{n-\tau}^{+}\right)\right|^{q}
$$

is such that

$$
\Gamma_{q}(x)=\sum_{\tau=0}^{\infty} \gamma_{q}(\tau)<\infty
$$

The definition extends to parameter-dependent stochastic processes. We say that a stochastic process $\left(X_{n}(\theta)\right), n \geq 0$ is L-mixing with respect to $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right)$uniformly in $\theta$, if it is $\mathcal{F}_{n} \otimes \mathcal{B}(D)$-adapted, $M$-bounded and and for $1 \leq q<\infty$ and $\tau \in \mathbb{Z}^{+}$

$$
\gamma_{q}(\tau)=\sup _{n \geq \tau, \theta \in D} E^{\frac{1}{q}}\left|X_{n}(\theta)-E\left(X_{n}(\theta) \mid \mathcal{F}_{n-\tau}^{+}\right)\right|^{q}
$$

is such that

$$
\Gamma_{q}(x)=\sum_{\tau=0}^{\infty} \gamma_{q}(\tau)<\infty
$$

In subsequent discussions we often speak about $L$-mixing processes without making explicit reference to $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right)$, provided that this does not lead to ambiguity. A basic example of $L$-mixing processes is obtained as follows: let $\left(e_{n}\right), n \geq 0, e_{n} \in \mathbb{R}^{k}$, be an $M$-bounded, independent sequence of random variables and define a vector-valued process $\left(y_{n}\right)$ by

$$
x_{n+1}=A x_{n}+B e_{n} \quad y_{n}=C x_{n}
$$

with $A \in \mathbb{R}^{n \times n}$ stable, $B \in \mathbb{R}^{n \times k}, C \in \mathbb{R}^{p \times n}$ and $x_{0}=0$. It is easy to see that the process $\left(y_{n}\right), n \geq 0$ is $L$-mixing with respect to the $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right)$defined in (2.11).

To verify that a given process $\left(X_{n}\right)$ is $L$-mixing, the definition requires the computation of $E\left(X_{n} \mid \mathcal{F}_{n-\tau}^{+}\right)$. However, a much simpler method is to find just any $\mathcal{F}_{n-\tau}^{+}$-measurable random variable, which approximates $X_{n}$ with reasonable accuracy, and then use the following lemma (see Lemma 2.1 in [23]).

Lemma 2.3.3 Let $\xi, \eta$ be two random variable with finite moments of all orders. Let $\mathcal{F}^{\prime} \subset \mathcal{F}$ be some $\sigma$-field and let $\eta$ be an $\mathcal{F}^{\prime}$-measurable random variable. Then for all $1 \leq q<\infty$ we have

$$
E^{\frac{1}{q}}\left|\xi-E\left(\xi \mid \mathcal{F}^{\prime}\right)\right|^{q} \leq 2 E^{\frac{1}{q}}|\xi-\eta|^{q} .
$$

The lemma implies that for $\tau \leq \tau^{\prime}$ we have

$$
E^{\frac{1}{q}}\left|X_{n}-E\left(X_{n} \mid \mathcal{F}_{n-\tau^{\prime}}^{+}\right)\right|^{q} \leq 2 E^{\frac{1}{q}}\left|X_{n}-E\left(X_{n} \mid \mathcal{F}_{n-\tau}^{+}\right)\right|^{q}
$$

It follows that, although $\gamma_{q}(\tau)$ is in general not monotone decreasing in $\tau$, we have for $1 \leq q<\infty, \tau \leq \tau^{\prime}$

$$
\gamma_{q}\left(\tau^{\prime}\right) \leq 2 \gamma_{q}(\tau)
$$

A fundamental technical tool in estimation theory is the following moment inequality given in [23] (Theorem 1.1).

Theorem 2.3.4 (Gerencsér 1989, [23]) Let $\left(X_{n}\right), n \geq 0$ be a real-valued L-mixing process with $E X_{n}=0$ for all $n$ and let $\left(f_{n}\right)$ be a deterministic sequence. Then we have for all $1 \leq m<\infty$

$$
E^{\frac{1}{2 m}}\left|\sum_{n=0}^{N} f_{n} X_{n}\right|^{2 m} \leq C_{m}\left(\sum_{n=0}^{N} f_{n}^{2}\right)^{1 / 2} M_{2 m}^{1 / 2}(x) \Gamma_{2 m}^{1 / 2}(x),
$$

where $C_{m}$ depends only on $m$. We can take $C_{m}=4(2 m-1)^{1 / 2}$.
Two applications of this theorem are given below. In the first we take $f_{n}=1$ for all $n$. In the second the process $\left(X_{n}\right)$ is subject to exponential smoothing.

Theorem 2.3.5 (Gerencsér 1989, [23]) Let $\left(X_{n}\right), n \geq 0$ be a real-valued $L$-mixing process with $E X_{n}=0$ for all $n$. Then we have for all $1 \leq m<\infty$

$$
E^{\frac{1}{2 m}}\left|\frac{1}{N} \sum_{n=0}^{N} X_{n}\right|^{2 m} \leq C_{m} N^{1 / 2} M_{2 m}^{1 / 2}(x) \Gamma_{2 m}^{1 / 2}(x),
$$

where $C_{m}=4(2 m-1)^{\frac{1}{2}}$. In short, $N^{-1} \sum_{n=0}^{N} X_{n}=O_{M}\left(N^{1 / 2}\right)$.

Theorem 2.3.6 (Gerencsér 1989, [23]) Let $\left(X_{n}\right), n \geq 0$ be an L-mixing process with $E X_{n}=0$ for all $n$. Then for any $0<\lambda<1$ and for all $1 \leq m<\infty$ we have

$$
E^{\frac{1}{2 m}}\left|\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda X_{n}\right|^{2 m} \leq C_{m} \lambda^{1 / 2} M_{2 m}^{1 / 2}(x) \Gamma_{2 m}^{1 / 2}(x),
$$

where $C_{m}=4(2 m-1)^{1 / 2}$. In short, $\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda X_{n}=O\left(\lambda^{1 / 2}\right)$.
An important technical tool is an inequality that provides an upper bound for the maximal value of random fields. Let $\left(X_{n}(\theta)\right)$ be a random field defined for $\theta \in D \subset \mathbb{R}^{p}$. Let $\alpha>0$, and define another random field $\left(\triangle X_{n} / \triangle^{\alpha} \theta\right)$ by

$$
\left(\triangle X_{n} / \Delta^{\alpha} \theta\right)(\theta, \theta+h)=\left|X_{n}(\theta+h)-X_{n}(\theta)\right| /|h|^{\alpha},
$$

for $n \geq 0, \theta \neq \theta+h \in D$.
Definition 2.3.7 The random field $\left(X_{n}(\theta)\right)$ is $M$-Hölder-continuous in $\theta$ with exponent $\alpha$, if the process $\left(\triangle X_{n} / \triangle^{\alpha} \theta\right)$ is $M$-bounded, i.e. if for all $1 \leq q<\infty$ we have

$$
M_{q}\left(\triangle X_{n} / \triangle^{\alpha} \theta\right)=\sup _{n \geq 0, \theta \neq \theta+h \in D} E^{\frac{1}{q}}\left|X_{n}(\theta+h)-X_{n}(\theta)\right|^{q} /|h|^{\alpha}<\infty
$$

If $\alpha=1$ then we say that $X_{n}(\theta)$ is $M$-Lipschitz-continuous.
Let $\left(X_{n}(\theta)\right)$ be a measurable, separable, $M$-bounded random field that is $M$-Hölder-continuous in $\theta$ with exponent $\alpha$ for $\theta \in D$. By Kolmogorov's theorem [32] the realizations of $\left(X_{n}(\theta)\right)$ are continuous in $\theta$ with probability 1 , hence for $D_{0} \subset D$ being a compact domain, we can define for almost all $\omega$

$$
X_{n}^{*}=\max _{\theta \in D_{0}}\left|X_{n}(\theta)\right| .
$$

An upper bound could be given for the moments of the process $\left(X_{n}^{*}\right)$, see Theorem 3.4 in [23].

Theorem 2.3.8 (Gerencsér 1989, [23]) Assume that $\left(X_{n}(\theta)\right)$ is a measurable, separable, $M$-bounded random field, which is M-Hölder-continuous with exponent $\alpha$ for $\theta \in D \subset \mathbb{R}^{p}$. Then we have for all $q \geq 1$ and $r>p / \alpha$

$$
E^{\frac{1}{q}}\left(X_{n}^{*}\right)^{q} \leq C\left(M_{q r}(X)+M_{q r}\left(\triangle X / \triangle^{\alpha} \theta\right)\right)
$$

where $C$ depends only on $\alpha, p, q, r$ and $D, D_{0}$.

A useful application of the above result is obtained by combining it with Theorem 2.3.5 to get the following uniform version of Theorem 2.3.5, see Theorem 1.2 in [23].

Theorem 2.3.9 (Gerencsér 1989, [23]) Let $\left(X_{n}(\theta)\right), n \geq 0$ be a zero-mean, measurable and separable stochastic process. Assume that $X_{n}$ and $\triangle X_{n} / \triangle^{\alpha} \theta$ are L-mixing uniformly in $\theta$ for $\theta \in D \subset \mathbb{R}^{p}$ and let $D_{0}$ be as above. Then we have for all $m \geq 1$ and $r>p / \alpha$

$$
E^{\frac{1}{2 m}} \max _{\theta \in D_{0}}\left|\frac{1}{N} \sum_{n=1}^{N} X_{n}(\theta)\right|^{2 m} \leq C N^{-1 / 2}\left(M_{2 m r}^{\prime}(x) \Gamma_{2 m r}^{\prime}(x)\right)^{1 / 2}
$$

where
$M_{2 m}^{\prime}(x)=M_{2 m}(x)+M_{2 m}\left(\triangle x / \triangle^{\alpha} \theta\right)$ and $\Gamma_{2 m}^{\prime}(x)=\Gamma_{2 m}(x)+\Gamma_{2 m}\left(\triangle x / \triangle^{\alpha} \theta\right)$,
and $C$ depends only on $\alpha, p, m, r$ and the domains $D, D_{0}$. In short we can write

$$
\max _{\theta \in D_{0}}\left|N^{-1} \sum_{n=1}^{N} X_{n}(\theta)\right|=O_{M}\left(N^{-1 / 2}\right) .
$$

From here a uniform law of large numbers can easily be derived using Markov's inequality and a Borel-Cantelli argument:

Theorem 2.3.10 (Gerencsér 1989, [23]) Let $\left(X_{n}(\theta)\right), n \geq 0, D_{0}$ be as above. Then we have almost surely

$$
\lim _{N \rightarrow \infty} \max _{\theta \in D_{0}}\left|\frac{1}{N} \sum_{n=1}^{N} X_{n}(\theta)\right|=0 .
$$

Combining Theorem 2.3.6 and 2.3.8 we have a similar result for the case when $X_{n}$ is subject to exponential smoothing:

Theorem 2.3.11 (Gerencsér 1989, [23]) Let $X_{n}(\theta)$ be an L-mixing process uniformly in $\theta \in D$ such that $E X_{n}(\theta)=0$ for all $n \geq 0, \theta \in D$ and assume that $\left(\triangle X_{n} / \triangle \theta\right)$ is also L-mixing, uniformly in $\theta, \theta+h \in D$. Let $0<\lambda<1$, then we get

$$
\sup _{\theta \in D^{*}}\left|\sum_{n=1}^{n}(1-\lambda)^{N-n} \lambda X_{n}(\theta)\right|=O_{M}\left(\lambda^{1 / 2}\right) .
$$

## Chapter 3

## Exponentially stable systems

### 3.1 Representation of Markov processes

Consider a Polish space $\mathcal{X}$ and a sequence of independent, [ 0,1$]$-uniform random variables $\left(U_{n}\right)$ on a probability space $(\Omega, \mathcal{F}, \mathcal{Q})$. Let $f$ be a Borel measurable deterministic function $f: \mathcal{X} \times[0,1] \longrightarrow \mathcal{X}$. Then the sequence $\left(X_{n}\right)$ defined by

$$
X_{n}=f\left(X_{n-1}, U_{n-1}\right), \quad X_{0}=x
$$

is a Markov chain, where $x \in \mathcal{X}$ is an arbitrary initialization.
A converse result is given in the following proposition:
Proposition 3.1.1 Let $\left(X_{n}\right)$ be a Markov process on a Polish space $\mathcal{X}$ with transition probabilities $P(x, G), x \in \mathcal{X}, G \in \mathcal{B}(\mathcal{X})$. Then there exists a Borel measurable function $f: \mathcal{X} \times[0,1] \longrightarrow \mathcal{X}$ such that, with $U$ being uniform in $[0,1]$ over some probability space $(\Omega, \mathcal{F}, \mathcal{Q})$, for all $x \in \mathcal{X}$ and $G \in \mathcal{B}(\mathcal{X})$ we have

$$
P(x, G)=\mathcal{Q}\{f(x, U) \in G\} .
$$

For the proof, see [33]. In the sequel we will denote the random mapping $f\left(\cdot, U_{n-1}\right)$ by $T_{n}$, i.e. for $x \in \mathcal{X}$

$$
\begin{equation*}
T_{n} x=f\left(x, U_{n-1}\right) . \tag{3.1}
\end{equation*}
$$

The process defined by $X_{n+1}=T_{n+1} X_{n}, X_{0}=x$ is Markov, if $X_{0}$ is independent of $\left(T_{n}\right), n \geq 1$.

The representation can be given in a constructive way but it should be noted that it is not unique. This representation plays a key role in the subsequent analysis.

Next we are going to introduce the notion of Doeblin-condition, see [7]:
Definition 3.1.2 Let $\left(X_{n}\right)$ be a Markov chain with state space $\mathcal{X}$. If there exists an integer $m \geq 1, \delta>0$ and some probability measure $\nu$ on $\mathcal{B}(\mathcal{X})$ such that

$$
P^{m}(x, A) \geq \delta \nu(A)
$$

is valid for all $x \in \mathcal{X}$ and $A \subset \mathcal{B}(\mathcal{X})$, then we say that the Doeblin-condition is satisfied.

Here $\delta$ can be interpreted as the weight of the i.i.d. factor of the Markov chain. The following lemma, see [7], shows the relation between the Doeblincondition and the representation of the Markov chain.

Lemma 3.1.3 (Bhattacharya-Waymire 1999, [7]) Let ( $X_{n}$ ) be a Markov chain. The Doeblin-condition is valid with $m=1$ if and only if there exists a representation such that $\mathbf{Q}\left(T_{n} \in \Gamma_{c}\right) \geq \delta$, where $\Gamma_{c}$ is the set of constant mappings.

Proof. First let us assume that there exists a representation $\left(T_{n}\right)$. In this case $P(x, A)=\mathbf{Q}\left(T_{1} x \in A\right) \geq \mathbf{Q}\left(T_{1} x \in A \mid T_{1} \in \Gamma_{c}\right) \mathbf{Q}\left(T_{1} \in \Gamma_{c}\right) \geq \nu(A) \delta$, where $\nu(\cdot)=\mathbf{Q}\left(T_{1} x \in \cdot \mid T_{1} \in \Gamma_{c}\right)$ is the probability measure.

On the other hand assume that the Doeblin-condition is valid. In this case we choose a random element $\xi$ in $\mathcal{X}$ with distribution $\nu$ and then define $T x=\xi$ for all $x$ with probability $\delta$ and $T x=\bar{T} x$ with probability $1-\delta$, where $\bar{T}$ is obtained from a representation of a Markov chain with kernel function

$$
\frac{P(x, A)-\delta \nu(A)}{(1-\delta)}=\bar{P}(x, A)
$$

Proposition 3.1.4 (Bhattacharya-Waymire 1999, [7]) Assume that the Doeb-lin-condition holds with $m=1$ for a Markov chain $\left(X_{n}\right)$. Then there exists
an invariant distribution $\pi$, and

$$
\begin{equation*}
\left|P^{n}(x, A)-\pi(A)\right| \leq(1-\delta)^{n} \quad \text { for } \quad \forall A \in \mathcal{B}(\mathcal{X}) \tag{3.2}
\end{equation*}
$$

Proof. Let $\left(T_{n}\right)$ be the representation of the process. Consider the twosided extension $\left(T_{n}\right)_{n=-\infty}^{\infty}$. Due to Lemma 3.1.3 the limit $\lim _{n} T_{0} \circ \cdots \circ T_{-n} \eta$ exists with probability 1 , because $\mathbf{Q}\left(T_{k} \in \Gamma_{c}\right) \geq \delta>0$, and so with probability 1 there exists $k$ such that $T_{k} \in \Gamma_{c}$, and after using a constant mapping the process $T_{0} \ldots T_{-n} \eta$ does not depend on $n$ any longer. Furthermore, the limit is independent from $\eta \in \mathcal{X}$.

Let $\lim _{n} T_{0} \ldots T_{-n} \eta=X_{0}^{*}$. In this case

$$
X_{0}^{*}=\lim _{n} T_{0} \ldots T_{-n} \eta=T_{0} T_{-1} \ldots T_{-k} \eta
$$

where the random $k$ is such that $T_{-k} \in \Gamma_{c}$. Therefore

$$
T_{1} X_{0}^{*}=T_{1} T_{0} \ldots T_{-k} \eta=\lim _{n} T_{1} T_{0} \ldots T_{-n} \eta
$$

Thus we obtained that the distribution $\pi$ of $X_{0}^{*}$ is invariant. So

$$
\begin{gathered}
\left|P^{n}(x, A)-\pi(A)\right|=\left|P\left(X_{n} \in A\right)-P\left(Y_{n} \in A\right)\right|= \\
=\left|E\left(\chi_{A}\left(X_{n}\right)-\chi_{A}\left(Y_{n}\right)\right)\right| \leq P\left(X_{n} \neq Y_{n}\right),
\end{gathered}
$$

where $X_{n}=T_{n} \ldots T_{1} X_{0}$ and $Y_{n}=T_{n} \ldots T_{1} X_{0}^{*}$.
On the other hand, $P\left(X_{n} \neq Y_{n}\right) \leq \mathbf{Q}\left(T_{k} \notin \Gamma_{c}, k \leq n\right) \leq(1-\delta)^{n}$, so the statement is proved.

Now let $\left(X_{n}, Y_{n}\right)$ be a Hidden Markov process and assume that both the state space $\mathcal{X}$ and the observed space $\mathcal{Y}$ are Polish. The following lemma is the first new result of the thesis.

Lemma 3.1.5 Assume that the Doeblin-condition holds with $m=1$ for the Markov chain $\left(X_{n}\right)$. Then the Doeblin-condition holds for $\left(X_{n}, Y_{n}\right)$ as well.

Proof. Let $\left(T_{n}\right)$ be the representation of the Markov chain as in Lemma 3.1.3. It means that there exists a sequence of i.i.d. mappings $\left(T_{n}\right)$ such that
$X_{n+1}=T_{n+1} X_{n}$ with $\mathbf{Q}\left(T_{n} \in \Gamma_{c}\right) \geq \delta>0$ and $\left(T_{n}\right)$ is independent from the starting point $X_{0}$.

Let $P(x, G)$ be the read-out transition kernel of the original Markov chain $\left(X_{n}\right)$, where $x \in \mathcal{X}$ and $G \in \mathcal{B}(\mathcal{Y})$. By Proposition 3.1.1 there is a Borel measurable function $g: \mathcal{X} \times[0,1] \rightarrow \mathcal{Y}$ such that, with $V$ being uniform in $[0,1]$ over some probability space $\left(\Omega, \mathcal{F}, \mathcal{Q}^{\prime}\right)$, for all $x \in \mathcal{X}$ and $G \in \mathcal{B}(\mathcal{Y})$ we have $P(x, G)=\mathbf{Q}^{\prime}\{g(x, V) \in G\}$. Consider a sequence of i.i.d uniformly distributed random variables $\left(V_{n}\right)$ and let us denote the random mapping $g\left(\cdot, V_{n-1}\right)$ by $U_{n}$. Thus we have $Y_{n}=U_{n} X_{n}$ and

$$
Y_{n+1}=U_{n+1} T_{n+1} X_{n}
$$

It is easy to see that the random mapping $\binom{T}{U T}$ is a representation for $\binom{X}{Y}$. Obviously, if $T_{n} \in \Gamma_{c}(\mathcal{X} \rightarrow \mathcal{X})$ then $U_{n} T_{n} \in \Gamma_{c}(\mathcal{X} \rightarrow \mathcal{Y})$, and thus

$$
\mathbf{Q} \times \mathbf{Q}^{\prime}\left\{\binom{T}{U T} \in \Gamma_{c}\{\mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}\}\right\} \geq \delta
$$

and taking into account Lemma 3.1.3, the lemma follows.

Remark 3.1.6 Let $\left(X_{n}\right)$ be a Markov chain. The Doeblin-condition is valid with $m \geq 1$ if and only if there exists a representation such that

$$
\mathbf{Q}\left(T_{n} \ldots T_{n-m+1} \in \Gamma_{c}\right) \geq \delta,
$$

where $\Gamma_{c}$ is the set of constant mappings. Thus Proposition 3.1.4 and Lemma 3.1.5 also valid if the Doeblin-condition holds for $m \geq 1$.

In the subsequent statements we always consider the case $m=1$ for simplicity.

### 3.2 Markov chains and $L$-mixing processes

Consider an input-output system as follows: Let the input process be a Markov chain which satisfies the Doeblin condition and the output process
is generated through a bounded measurable function. Then the Doeblin condition is not satisfied for the output process. Indeed, the output process in not necessarily a Markov chain. In the following theorem we prove that the output process is $L$-mixing.

Theorem 3.2.1 Let $\left(X_{n}\right)$ be a Markov chain with state space $\mathcal{X}$, where $\mathcal{X}$ is a Polish space, and assume that the Doeblin condition is valid for $m=1$. Furthermore let $g: \mathcal{X} \longrightarrow \mathbb{R}$ be a bounded, measurable function. Then the process

$$
U_{n}=g\left(X_{n}\right)
$$

is L-mixing.
Proof. Let

$$
\begin{aligned}
& \mathcal{F}_{n}=\sigma\left\{X_{0}, T_{k}: k \leq n\right\}, \\
& \mathcal{F}_{n}^{+}=\sigma\left\{T_{k}: k \geq n+1\right\} .
\end{aligned}
$$

Let $n \geq m$ and $n-m=\tau$. To approximate the process $g\left(X_{n}\right)$, first we approximate $X_{n}$ by $X_{n, m}^{+}$, where

$$
\begin{equation*}
X_{n, m}^{+}=T_{n} \ldots T_{m+1} X^{*} \tag{3.3}
\end{equation*}
$$

and $X^{*}$ is a constant. Obviously $X_{n, m}^{+}$is $\mathcal{F}_{m}^{+}$measurable. Furthermore

$$
P\left(X_{n} \neq X_{n, m}^{+}\right) \leq \mathbf{Q}\left(T_{k} \text { is not constant for } m+1 \leq k \leq n\right) \leq
$$

$$
(1-\delta)^{n-m}
$$

So

$$
\begin{gathered}
E^{1 / q}\left\|g\left(X_{n}\right)-g\left(X_{n, m}^{+}\right)\right\|^{q} \leq 2 K P^{1 / q}\left(X_{n} \neq X_{n, m}^{+}\right) \leq \\
2 K(1-\delta)^{\frac{n-m}{q}},
\end{gathered}
$$

where $K$ is an upper bound for $|g|$. Due to Lemma 2.3.3 we have

$$
\gamma_{q}(\tau, U) \leq 4 K(1-\delta)^{\frac{\tau}{q}},
$$

and thus

$$
\Gamma_{q}(U) \leq 4 K \frac{1}{1-(1-\delta)^{\frac{1}{q}}},
$$

and the statement is proved.

### 3.3 Exponentially stable random mappings I.

Now we formulate a general concept of exponential stability motivated by Proposition 2.1.3. Let $\mathcal{X}$ be an arbitrary abstract measurable space, and let $\mathcal{Z}$ be a closed subset of a Banach space (e.g. $\mathcal{Z} \subset L_{1}(\mathbb{R})$ can be the set of density functions). Let $f: \mathcal{X} \times \mathcal{Z} \longrightarrow \mathcal{Z}$ be a Borel-measurable function, and for a fixed sequence $\left(x_{n}\right)_{n \geq 0}, x_{n} \in \mathcal{X}$ consider the recursion

$$
\begin{equation*}
z_{n+1}=f\left(x_{n}, z_{n}\right), \quad z_{0}=\xi . \tag{3.4}
\end{equation*}
$$

Let the solution be denoted by $z_{n}(\xi)$. To simplify the notations we drop the dependence on the sequence $\left(x_{n}\right)$.

Definition 3.3.1 The mapping $f$ is uniformly exponentially stable if for every sequence $\left(x_{n}\right)_{n \geq 0}, x_{n} \in \mathcal{X}$

$$
\begin{equation*}
\left\|z_{n}(\xi)-z_{n}\left(\xi^{\prime}\right)\right\| \leq C(1-\varrho)^{n}\left\|\xi-\xi^{\prime}\right\|, \tag{3.5}
\end{equation*}
$$

where $C>0,1>\varrho>0$ are independent of the sequence $\left(x_{n}\right)$.
Under reasonable technical conditions this condition is satisfied for the Baumequation and its derivatives, see [40]. Let $z(n, m, \xi)$ denote the solution of (3.4) initialized at $z_{m}=\xi$ with $m \leq n$. Let us consider an arbitrary discrete sequence defined by recursion of the form

$$
\begin{equation*}
\bar{z}_{n+1}=\bar{f}_{n}\left(\bar{z}_{n}\right) \tag{3.6}
\end{equation*}
$$

with the same starting point $\bar{z}_{0}=\xi$. Extending a simple analytical lemma given in [22] from continuous to discrete time we get

Lemma 3.3.2 For the sequence $\left(z_{n}\right)$ and $\left(\bar{z}_{n}\right)$ we have

$$
\begin{gathered}
z_{n}-\bar{z}_{n}= \\
\sum_{m=0}^{n-1}\left(z\left(n, m+1, f\left(x_{m}, \bar{z}_{m}\right)\right)-z\left(n, m+1, \bar{f}_{m}\left(\bar{z}_{m}\right)\right)\right) .
\end{gathered}
$$

Proof. Due to the definition of $z_{n}$ and $\bar{z}_{n}$ we have

$$
z_{n}=z\left(n, 1, f\left(x_{0}, \bar{z}_{0}\right)\right) \quad \text { and } \quad \bar{z}_{n}=z\left(n, n, \bar{f}_{n-1}\left(\bar{z}_{n-1}\right)\right)
$$

Using

$$
z\left(n, m+1, \bar{f}_{m}\left(\bar{z}_{m}\right)\right)=z\left(n, m+2, f\left(x_{m+1}, \bar{z}_{m+1}\right)\right)
$$

for $m=0, \ldots, n-2$, we obtain the statement of the lemma.
A trivial corollary is the following key lemma:
Lemma 3.3.3 For the solution of (3.4) we have

$$
z_{n}=\xi+\sum_{m=0}^{n-1}\left(z\left(n, m+1, f\left(x_{m}, \xi\right)\right)-z(n, m+1, \xi)\right)
$$

Proof. Let $\bar{f}$ be the constant mapping, so that $\bar{z}_{n} \equiv \xi$. Due to Lemma 3.3.2 we have

$$
z_{n}=\xi+\sum_{m=0}^{n-1}\left(z\left(n, m+1, f\left(x_{m}, \xi\right)\right)-z(n, m+1, \xi)\right)
$$

Define the process $\left(Z_{n}\right)$ by

$$
\begin{equation*}
Z_{n+1}=f\left(X_{n}, Z_{n}\right), \quad Z_{0}=\xi \tag{3.7}
\end{equation*}
$$

where $\left(X_{n}\right)$ is a Markov chain satisfying the Doeblin condition. Due to Proposition 3.1.4 an invariant distribution of $\left(X_{n}\right)$ exists. Let us denote it by $\pi$. To prove $M$-boundedness of $\left(Z_{n}\right)$ we impose following conditions:

Condition 3.3.4 Let the distribution of $X_{0}$ be $\pi_{0}$. Assume

$$
\frac{d \pi_{0}}{d \pi} \leq C_{1}
$$

Condition 3.3.5 Assume for all $\xi \in \mathcal{Z}$ and for any $q \geq 1$

$$
E_{\pi}\left\|Z_{1}(\xi)\right\|^{q} \leq K_{1}(\xi)<\infty
$$

or, equivalently,

$$
\begin{equation*}
\int_{\mathcal{X}}\|f(x, \xi)\|^{q} d \pi(x) \leq K_{1}(\xi)<\infty \tag{3.8}
\end{equation*}
$$

where $\pi$ is the unique stationary distribution of $\left(X_{n}\right)$ and $K_{1}(\cdot)$ is a measurable function.

Lemma 3.3.6 Assume Condition 3.3.4. Then we have

$$
\begin{equation*}
\frac{d \pi_{n}}{d \pi} \leq C_{1} \quad \text { for all } n \tag{3.9}
\end{equation*}
$$

Proof. For an arbitrary set $A \subset \mathcal{X}$

$$
\begin{gathered}
\pi_{n}(A)=\int_{\mathcal{X}} \chi_{A} d \pi_{n}=\int_{\mathcal{X}} P^{n}(x, A) d \pi_{0} \leq \\
\leq \int_{\mathcal{X}} P^{n}(x, A) C_{1} d \pi=C_{1} \pi(A),
\end{gathered}
$$

since $\pi$ is the stationary distribution, so the lemma is proved.

Lemma 3.3.7 Assume Condition 3.3.4 and 3.3.5. Then we have

$$
\begin{equation*}
E\left\|f\left(X_{n}, \xi\right)\right\|^{q} \leq K_{1}(\xi) C_{1} \tag{3.10}
\end{equation*}
$$

Proof. We have

$$
\begin{gathered}
E\left\|f\left(X_{n}, \xi\right)\right\|^{q}=\int_{\mathcal{X}}\|f(x, \xi)\|^{q} d \pi_{n} \leq \\
\int_{\mathcal{X}}\|f(x, \xi)\|^{q} C_{1} d \pi \leq K_{1}(\xi) C_{1}
\end{gathered}
$$

due to Lemma 3.3.6 and Condition 3.3.5.

Lemma 3.3.8 Let the mapping $f(x, z)$ be uniformly exponentially stable, and let Condition 3.3.4 and 3.3.5 hold. Then the process $\left(Z_{n}\right)$ defined by (3.7) with any fixed constant $Z_{0}=\xi$ is $M$-bounded.

Proof. Using Lemma 3.3.3 and the exponential stability of $f$ we have

$$
\begin{equation*}
\left\|Z_{n}\right\| \leq\|\xi\|+\sum_{m=0}^{n-1} C(1-\varrho)^{n-m-1}\left\|f\left(X_{m}, \xi\right)-\xi\right\| \tag{3.11}
\end{equation*}
$$

Since $q \geq 1$ and $f\left(X_{m}, \xi\right)$ is $M$-bounded, we have

$$
\begin{gathered}
E^{\frac{1}{q}}\left\|Z_{n}\right\|^{q} \leq \\
\|\xi\|+\sum_{m=0}^{n-1} C(1-\varrho)^{n-m-1}\left(E^{\frac{1}{q}}\left\|f\left(X_{m}, \xi\right)\right\|^{q}+\|\xi\|\right) \leq \\
\|\xi\|+C\left(\left(K_{1}(\xi) C_{1}\right)^{\frac{1}{q}}+\|\xi\|\right) \frac{1}{\varrho},
\end{gathered}
$$

so the lemma is proved.
Consider now processes of the form $V_{n}=g\left(X_{n}, Z_{n}\right)$, where $g$ is a measurable function. We need the following technical condition:

Condition 3.3.9 $g(x, z)$ is a measurable function on $\mathcal{X} \times \mathcal{Z}$ such that it is Lipschitz-continuous in $z$ for every $x$ with an $x$-independent Lipschitz constant L.

Theorem 3.3.10 Consider the process $\left(X_{n}, Z_{n}\right)$, where $\left(X_{n}\right)$ satisfies the Doeblin-condition with $m=1$, and $\left(Z_{n}\right)$ is defined by (3.7) with a uniformly exponentially stable mapping $f$ and an arbitrary constant initial condition $\xi$. Assume that $X_{0}$ is independent of $\left\{T_{n}\right\}, n \geq 1$, and Conditions 3.3.4 and 3.3.5 hold. Furthermore let $g(x, z)$ be a bounded function satisfying Condition 3.3.9 Then

$$
V_{n}=g\left(X_{n}, Z_{n}\right)
$$

is an L-mixing process.
Remark 3.3.11 Theorem 3.3.10 is valid also if the Doeblin-condition for $\left(X_{n}\right)$ with $m>1$ is assumed.

Proof. The process $V_{n}=g\left(X_{n}, Z_{n}\right)$ is obviously $M$-bounded. Now let $n \geq$ $m, \tau=n-m, \mathcal{F}_{n}, \mathcal{F}_{n}^{+}$, and $X_{n, m}^{+}$be the same as in the proof of Proposition 3.2.1, except that the distribution of $X^{*}$ be stationary (independent of $T_{i}$ ) and

$$
\mathcal{F}_{n}^{+}=\sigma\left\{X^{*}, T_{i}: i \geq n+1\right\} .
$$

Let an approximation of $\left(Z_{n}\right)$ be defined recursively by

$$
\begin{equation*}
Z_{k+1, m}^{+}=f\left(X_{k, m}^{+}, Z_{k, m}^{+}\right), \tag{3.12}
\end{equation*}
$$

where $Z_{m, m}^{+}=z^{*}$ is a constant.
Obviously, $Z_{n, m}^{+}$is $\mathcal{F}_{m}^{+}$-measurable. Let $m^{\prime}=n-\left[\frac{\tau}{2}\right]$ and let $B$ denote the event that no coupling occurs in the interval ( $m, m^{\prime}$ ]:

$$
B=\left\{\omega: \text { for } m<k \leq m^{\prime} \quad T_{k}(\omega) \notin \Gamma_{c}\right\} .
$$

Due to the Doeblin-condition

$$
P(B) \leq(1-\delta)^{m^{\prime}-m}=(1-\delta)^{\left[\frac{T}{2}\right]}
$$

Now consider the event

$$
B^{C}=\left\{\omega: \exists k, \quad m<k \leq m^{\prime} \quad T_{k}(\omega) \in \Gamma_{c}\right\} .
$$

On $B^{C}$ we have $X_{k, m}^{+}=X_{k}$ for all $k \geq m^{\prime}$. Consider the following process:

$$
\begin{equation*}
Z_{k+1, m}^{+}=f\left(X_{k}, Z_{k, m}^{+}\right) \quad \text { for } \quad m^{\prime}<k \leq n, \tag{3.13}
\end{equation*}
$$

with starting point at time $m^{\prime} \quad Z_{m^{\prime}, m}^{+}$.
The process $\left(Z_{k}\right)$ considered for $m^{\prime} \leq k \leq n$ satisfies

$$
Z_{k+1}=f\left(X_{k}, Z_{k}\right) \quad \text { with starting point at time } m^{\prime} Z_{m^{\prime}}
$$

On the set $B^{C}$ by the exponential stability of $f$ we have

$$
\begin{equation*}
\left\|Z_{n, m}^{+}-Z_{n}\right\| \leq C(1-\varrho)^{\left[\frac{\tau}{2}\right]}\left\|Z_{m^{\prime}, m}^{+}-Z_{m^{\prime}}\right\| \tag{3.14}
\end{equation*}
$$

Obviously for $q \geq 1$

$$
E^{\frac{1}{q}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{q} \leq
$$

$$
\begin{align*}
& E^{\frac{1}{q}}\left(\chi_{B}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{q}\right) \\
+ & E^{\frac{1}{q}}\left(\chi_{B^{C}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q}\right) \tag{3.15}
\end{align*}
$$

As $g(x, z)$ is bounded, the first term on the right hand side can be bounded from above trivially

$$
\begin{gather*}
E^{\frac{1}{q}}\left(\chi_{B}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{q}\right) \leq \\
E^{\frac{1}{q}}\left(\chi_{B}(2 K)^{q}\right)=2 K P^{\frac{1}{q}}(B), \tag{3.16}
\end{gather*}
$$

where $\|g(x, z)\| \leq K$.
Consider the second term of the expression (3.15).

$$
\begin{align*}
E^{\frac{1}{q}}\left(\chi_{B^{C}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q}\right) & \leq \\
E^{\frac{1}{q}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q} & \leq \\
E^{\frac{1}{q}}\left(L\left\|Z_{n}-Z_{n, m}^{+}\right\|\right)^{q} & \leq \\
E^{\frac{1}{q}}\left(L C(1-\varrho)^{\left[\frac{\tau}{2}\right]}\left\|Z_{m^{\prime}, m}^{+}-Z_{m^{\prime}}\right\|\right)^{q} & = \\
L C(1-\varrho)^{\left[\frac{\tau}{2}\right]} E^{\frac{1}{q}}\left\|Z_{m^{\prime}, m}^{+}-Z_{m^{\prime}}\right\|^{q} & \tag{3.17}
\end{align*}
$$

The second inequality is due to the Lipschitz-continuity of $g$, and the third inequality follows from (3.14). Using the Minkowski inequality, Condition 3.3.5 and Lemma 3.3.8 (the distribution of $X^{*}$ is stationary) we have that $Z_{m^{\prime}}$ and $Z_{m^{\prime}, m}^{+}$are $M$-bounded

$$
\begin{equation*}
E^{\frac{1}{q}}\left\|Z_{m^{\prime}, m}^{+}-Z_{m^{\prime}}\right\|^{q} \leq E^{\frac{1}{q}}\left\|Z_{m^{\prime}, m}^{+}\right\|^{q}+E^{\frac{1}{q}}\left\|Z_{m^{\prime}}\right\|^{q} \leq S \tag{3.18}
\end{equation*}
$$

and so

$$
\begin{equation*}
E^{\frac{1}{q}}\left\|g\left(X_{n}^{+}, Z_{m, n}^{+}\right)-g\left(X_{n}, Z_{n}\right)\right\|^{q} \leq 2 K(1-\delta)^{\frac{[\tau / 2]}{q}}+K^{\prime}(1-\varrho)^{[\tau / 2]} \tag{3.19}
\end{equation*}
$$

where $K^{\prime}=L C S$.
Now we are going to apply Lemma 2.3.3 and obtain

$$
\begin{equation*}
\gamma_{q}(\tau) \leq 2\left(2 K(1-\delta)^{\frac{[\tau / 2]}{q}}+K^{\prime}(1-\varrho)^{[\tau / 2]}\right) \tag{3.20}
\end{equation*}
$$

Thus

$$
\Gamma(q)=\sum_{\tau=0}^{\infty} \gamma_{q}(\tau) \leq
$$

$$
\begin{equation*}
\sum_{\tau=0}^{\infty}\left(4 K(1-\delta)^{\frac{[\tau / 2]}{q}}+2 K^{\prime}(1-\varrho)^{[\tau / 2]}\right)<\infty \tag{3.21}
\end{equation*}
$$

hence the claim of the theorem follows.
In some applications Condition 3.3.9 is too strong. Hence we should weaken this condition as follows:

Condition 3.3.12 $g(x, z)$ is a measurable function on $\mathcal{X} \times \mathcal{Z}$ such that it is Lipschitz-continuous in $z$ for every $x$ with an $x$-dependent Lipschitz constant $L(x)$ such that all the moments of $L(x)$ exists with respect to the stationary distribution of the Markov chain $\left(X_{n}\right)$, i.e. for all $q \geq 1$

$$
\int_{\mathcal{X}}|L(x)|^{q} d \pi(x)<L_{q}^{q}<\infty
$$

Theorem 3.3.13 Consider the process $\left(X_{n}, Z_{n}\right)$, where $\left(X_{n}\right)$ satisfies the Doeblin-condition with $m=1$, and $\left(Z_{n}\right)$ is defined by (3.7) with a uniformly exponentially stable mapping $f$ and an arbitrary constant initial condition $\xi$. Assume that $X_{0}$ is independent of $\left\{T_{n}\right\}, n \geq 1$, and Conditions 3.3.4 and 3.3.5 hold. Furthermore let $g(x, z)$ be a bounded function satisfying Condition 3.3.12 Then

$$
V_{n}=g\left(X_{n}, Z_{n}\right)
$$

is an L-mixing process.
Proof. There is only one place, (3.17), where we have used the Lipschitz continuity, Condition 3.3.9, of $g(x, z)$. Let us replace (3.17) with the following train of thought:

$$
\begin{gathered}
E^{\frac{1}{q}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q} \leq E^{\frac{1}{q}}\left(L\left(X_{n}\right)\left\|Z_{n}-Z_{n, m}^{+}\right\|\right)^{q} \leq \\
\left.E^{\frac{1}{2 q}}\left|L\left(X_{n}\right)\right|^{2 q} E^{\frac{1}{2 q}}\left\|Z_{n}-Z_{n, m}^{+}\right\|\right)^{2 q}
\end{gathered}
$$

by Condition 3.3.12 and the Hölder inequality. Using Lemma 3.3.6 we have

$$
\int_{\mathcal{X}}|L(x)|^{2 q} d \pi_{n}(x) \leq \int_{\mathcal{X}}|L(x)|^{2 q} C_{1} d \pi(x)
$$

Thus we have

$$
\begin{gathered}
E^{\frac{1}{q}}\left(\chi_{B^{C}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q}\right) \leq \\
C_{1}^{\frac{1}{2 q}} L_{2 q} C(1-\varrho)^{\left[\frac{\tau}{2}\right]} E^{\frac{1}{2 q}}\left(\left\|Z_{m^{\prime}, m}^{+}-Z_{m^{\prime}}\right\|\right)^{2 q}
\end{gathered}
$$

and can continue the proof of Theorem 3.3.10 from (3.17).

### 3.4 Exponentially stable random mappings II.

Considering that our motivation is to prove that $g\left(y_{k}, p_{k}\right)$ in (2.7) is an $L$ mixing process observe that $g$ is not necessarily bounded due to the logarithm function, see (2.6). Thus, in this section we consider an extension of Theorem 3.3.10 for unbounded function $g$.

We need the following conditions for the function $g$.
Condition 3.4.1 Assume that for all $q \geq 1$

$$
\begin{equation*}
\int_{\mathcal{X}} \sup _{z \in \mathcal{Z}}\|g(x, z)\|^{q} d \pi(x) \leq M_{q}<\infty \tag{3.22}
\end{equation*}
$$

Lemma 3.4.2 Conditions 3.3.4 and 3.4.1 imply that the process $g\left(X_{n}, Z_{n}\right)$ is $M$-bounded, i.e. for all $q \geq 1$

$$
\begin{equation*}
E\left\|g\left(X_{n}, Z_{n}\right)\right\|^{q}<\infty . \tag{3.23}
\end{equation*}
$$

Proof. Let us denote the distribution of $\left(X_{n}, Z_{n}\right)$ by $\mu_{n}$.

$$
\begin{gather*}
E\left\|g\left(X_{n}, Z_{n}\right)\right\|^{q}=\int_{\mathcal{X} \times \mathcal{Z}}\|g(x, z)\|^{q} d \mu_{n}(x, z) \leq \\
\int_{\mathcal{X} \times \mathcal{Z}} \sup _{z \in \mathcal{Z}}\|g(x, z)\|^{q} d \mu_{n}(x, z)=\int_{\mathcal{X}} \sup _{z \in \mathcal{Z}}\|g(x, z)\|^{q} d \pi_{n}(x) \leq \\
\int_{\mathcal{X}} \sup _{z \in \mathcal{Z}}\|g(x, z)\|^{q} C_{1} d \pi(x) \leq M_{q} C_{1} . \tag{3.24}
\end{gather*}
$$

We are going to generalize Theorem 3.3.10 to unbounded function $g$.

Theorem 3.4.3 Consider the process $\left(X_{n}, Z_{n}\right)$, where $\left(X_{n}\right)$ satisfies the Doeb-lin-condition with $m=1$, and let $\left(Z_{n}\right)$ be defined by (3.7) with a uniformly exponentially stable mapping $f$ and an arbitrary constant initial condition $Z_{0}=\xi$. Assume that $X_{0}$ is independent of $\left\{T_{n}\right\}, n \geq 1$, and Conditions 3.3 .4 and 3.3.5 hold. Furthermore assume that Condition 3.3.9, 3.4.1 is satisfied for the function $g(x, z)$. Then

$$
V_{n}=g\left(X_{n}, Z_{n}\right)
$$

is an L-mixing process.
Proof. The proof is analogous to the proof of Theorem 3.3.10. Consider the expression (3.15). The estimation of the second part is the same. Consider the first term. By the Hölder inequality we get

$$
\begin{gather*}
E^{\frac{1}{q}}\left(\chi_{B}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{q}\right) \leq \\
\left(E^{\frac{1}{2}}\left(\chi_{B}\right)^{2} E^{\frac{1}{2}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{2 q}\right)^{\frac{1}{q}} . \tag{3.25}
\end{gather*}
$$

Due to the Minkowski inequality we have

$$
\begin{gather*}
E^{\frac{1}{2 q}}\left(\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}^{+}, Z_{n, m}^{+}\right)\right\|\right)^{2 q} \leq \\
E^{\frac{1}{2 q}}\left\|g\left(X_{n}, Z_{n}\right)\right\|^{2 q}+E^{\frac{1}{2 q}}\left\|g\left(X_{n}^{+}, Z_{n, m}^{+}\right)\right\|^{2 q} . \tag{3.26}
\end{gather*}
$$

Both $E^{\frac{1}{2 q}}\left\|g\left(X_{n}, Z_{n}\right)\right\|^{2 q}$ and $E^{\frac{1}{2 q}}\left\|g\left(X_{n}^{+}, Z_{n, m}^{+}\right)\right\|^{2 q}$ can be majorized by Lemma 3.4.2. (note that $\left(X_{n}^{+}\right)$is a stationary process, which implies that the conditions of Lemma 3.4.2 are satisfied). Thus the right hand side of (3.25) can be majorized by

$$
\begin{equation*}
P^{\frac{1}{2 q}}(B)\left(2 M_{2 q} C_{1}\right)^{\frac{1}{2 q}} \leq 2 K_{1} P^{\frac{1}{2 q}}(B) \tag{3.27}
\end{equation*}
$$

Let us turn back to the proof of Theorem 3.3.10. In the present case inequality (3.19) is replaced by

$$
\begin{equation*}
E^{\frac{1}{q}}\left\|g\left(X_{n}^{+}, Z_{m, n}^{+}\right)-g\left(X_{n}, Z_{n}\right)\right\|^{q} \leq 2 K_{1}(1-\delta)^{\frac{[\tau / 2]}{2 q}}+K^{\prime}(1-\varrho)^{[\tau / 2]} \tag{3.28}
\end{equation*}
$$

Then we can continue the proof as in Theorem 3.3.10.

Remark 3.4.4 Theorem 3.4.3 holds if the Doeblin-condition holds with $m>$ 1.

Following Theorem 3.3.13 we can weaken Condition 3.3.9 to 3.3.12. Then we get the following statement.

Corollary 3.4.5 Consider the process $\left(X_{n}, Z_{n}\right)$, where $\left(X_{n}\right)$ satisfies the Doeblin-condition with $m=1$, and let $\left(Z_{n}\right)$ be defined by (3.7) with a uniformly exponentially stable mapping $f$ and an arbitrary constant initial condition $Z_{0}=\xi$. Assume that $X_{0}$ is independent of $\left\{T_{n}\right\}, n \geq 1$, and Conditions 3.3 .4 and 3.3.5 hold. Furthermore assume that Condition 3.3.12, 3.4.1 is satisfied for the function $g(x, z)$. Then

$$
V_{n}=g\left(X_{n}, Z_{n}\right)
$$

is an L-mixing process.
In the following we give some remarks on Condition 3.4.1. We start with a lemma on the existence of a stationary distribution for the process $\left(X_{n}, Z_{n}\right)$.

Lemma 3.4.6 Assume that the Doeblin-condition holds with $m \geq 1$ for the Markov process $\left(X_{n}\right), f$ is uniformly exponentially stable mapping and Condition 3.3.5 holds. Then the process $\left(X_{n}, Z_{n}\right)$ has a stationary distribution.

Proof. Define $X_{-n}$ as the limit

$$
\begin{equation*}
X_{-n}=\lim _{k \rightarrow \infty} T_{-n} \circ \cdots \circ T_{-n-k} \eta, \tag{3.29}
\end{equation*}
$$

with any fixed $\eta$, similar to Proposition 3.1.4. It has been shown in the proof of Proposition 3.1.4 that the limit is well-defined. It is easy to see that the process $\left(X_{-n}\right)$ is stationary. Denote the mapping $f\left(x_{n}, \cdot\right): \mathcal{Z} \longrightarrow \mathcal{Z}$ by $f_{x_{n}}$ and set

$$
\begin{equation*}
Z_{0}^{*}=\lim _{n} f_{X_{-1}} \circ \cdots \circ f_{X_{-n}} \xi \tag{3.30}
\end{equation*}
$$

We prove that the limit exists. Take a realization of $\left(X_{-n}\right)$ denoted by $\left(x_{-n}\right)$. Consider the difference

$$
\begin{equation*}
\left\|f_{x_{-1}} \circ \cdots \circ f_{x_{-n}} \xi-f_{x_{-1}} \circ \cdots \circ f_{x_{-m}} \xi\right\|, \tag{3.31}
\end{equation*}
$$

where $n<m$. Using notations like in Lemma 3.3 .2 with $\varphi=z(-n-1,-m-$ $1, \xi)$ we have

$$
\begin{gather*}
\left\|f_{x_{-1}} \circ \cdots \circ f_{x_{-n}} \xi-f_{x_{-1}} \circ \cdots \circ f_{x_{-m}} \xi\right\|= \\
\left\|f_{x_{-1}} \circ \cdots \circ f_{x_{-n}} \xi-f_{x_{-1}} \circ \cdots \circ f_{x_{-n}} \varphi\right\| \leq \\
C(1-\varrho)^{n}\|\xi-\varphi\|, \tag{3.32}
\end{gather*}
$$

where the last inequality is due to the exponential stability of $f$. Thus

$$
\begin{align*}
& E^{\frac{1}{q}}\left\|f_{X_{-1}} \circ \cdots \circ f_{X_{-n}} \xi-f_{X_{-1}} \circ \cdots \circ f_{X_{-m}} \xi\right\|^{q} \leq \\
& C(1-\varrho)^{n}\left(\|\xi\|+E^{\frac{1}{q}}\|Z(-n-1,-m-1, \xi)\|^{q}\right) \tag{3.33}
\end{align*}
$$

and by Lemma 3.3 .8 the sequence $f_{x_{-1}} \circ \cdots \circ f_{x_{-n}} \xi$ is Cauchy in $L_{q}$-norm, hence it converges. Thus $Z_{0}^{*}$ is well-defined when convergence is interpreted in $L_{q}$-norm for any $q \geq 1$. Consider now the pair

$$
\begin{align*}
X_{0} & =\lim _{n} T_{0} \circ T_{-1} \circ \cdots \circ T_{-n} \eta,  \tag{3.34}\\
Z_{0}^{*} & =\lim _{n} f_{X_{-1}} \circ \cdots \circ f_{X_{-n}} \xi . \tag{3.35}
\end{align*}
$$

We prove that the distribution of $\left(X_{0}, Z_{0}^{*}\right)$ is invariant, i.e. it is the same as the distribution of $\left(T_{1} X_{0}, f_{X_{0}} Z_{0}^{*}\right)$. Let $\bar{X}_{1}=T_{1} X_{0}$ and $\bar{Z}_{1}=f_{X_{0}} Z_{0}^{*}$ As

$$
\bar{X}_{1}=T_{1} \lim _{n} T_{0} \circ \cdots \circ T_{-n} \eta=T_{1} \circ T_{0} \circ T_{-1} \circ \cdots \circ T_{-k} \eta,
$$

where $k$ is such that $T_{-k} \in \Gamma_{c}$. Therefore

$$
\bar{X}_{1}=\lim _{n} T_{1} \circ T_{0} \circ \cdots \circ T_{-n} \eta
$$

as in Proposition 3.1.4, and

$$
\begin{gather*}
\bar{Z}_{1}=f_{X_{0}} Z_{0}^{*}=f_{X_{0}} \circ \lim _{n} f_{X_{1}} \circ \cdots \circ f_{X_{-n}} \xi= \\
\lim _{n} f_{X_{0}} \circ \cdots \circ f_{X_{-n}} \xi \tag{3.36}
\end{gather*}
$$

since $f_{X_{0}}$ is continuous in $z$. Thus the distribution of $\left(X_{0}, Z_{0}^{*}\right)$ is the same as the distribution of ( $\bar{X}_{1}, \bar{Z}_{1}$ ), the statement is proved.

According to Lemma 3.4.6 under the conditions of Theorem 3.4.3 a stationary distribution of the process $\left(X_{n}, Z_{n}\right)$ exists. Let this stationary distribution be denoted by $\mu$ and for an arbitrary initialization let the distribution of $\left(X_{n}, Z_{n}\right)$ be $\mu_{n}$. If we replace Condition 3.4.1 with the following conditions then Lemma 3.4.2 still holds true: the Radon-Nikodym derivative of $\mu_{0}$ w.r.t. $\mu$ is bounded, say

$$
\begin{equation*}
\frac{d \mu_{0}}{d \mu} \leq K \tag{3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathcal{X} \times \mathcal{Z}}\|g(x, z)\|^{q} d \mu(x, z) \leq M_{q}^{\prime} . \tag{3.38}
\end{equation*}
$$

(3.37) implies Condition 3.3.4 and we have (see Lemma 3.3.6)

$$
\frac{d \mu_{n}}{d \mu} \leq K \quad \text { for all } \quad n
$$

thus indeed

$$
\begin{equation*}
E\left\|g\left(X_{n}, Z_{n}\right)\right\|^{q} \leq K M_{q}^{\prime} . \tag{3.39}
\end{equation*}
$$

Condition 3.4.1 is motivated by Legland and Mevel [40]. This condition is easier to use when we wish to analyze the log-likelihood function as it will be seen in Chapter 4.

### 3.5 Exponentially stable random mappings III.

For strong approximation results we will need the $L$-mixing property of the derivative process $\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right)$. Since the conditions of Theorem 3.4.3 are not satisfied for this derivative process we need an extension of Theorem 3.4.3. Consider now the process $V_{n}=g\left(X_{n}, Z_{n}\right)$, where $g: \mathcal{X} \times \mathcal{Z} \rightarrow$ $\mathbb{R}$ is a measurable function and $\left(X_{n}, Z_{n}\right)$ is defined as in (3.7). We change Condition 3.3.9 to the following technical condition:

Condition 3.5.1 Let $g(x, z)$ be a measurable function on $\mathcal{X} \times \mathcal{Z}$ such that for every $x$ with an $x$-dependent Lipschitz constant $L(x)$ we have

$$
\left|g\left(x, z_{1}\right)-g\left(x, z_{2}\right)\right| \leq L(x)\left\|z_{1}-z_{2}\right\|\left(\left\|z_{1}\right\|+\left\|z_{2}\right\|\right)
$$

Furthermore assume that

$$
\left(\int_{\mathcal{X}}|L(x)|^{q} d \pi(x)\right)^{1 / q}<L_{q}<\infty
$$

for all $q \geq 1$, where $\pi(x)$ is the stationary distribution of the Markov chain $\left(X_{n}\right)$.

Furthermore we weaken Condition 3.4.1.
Condition 3.5.2 Assume that for all $q \geq 1$

$$
\begin{equation*}
\int_{\mathcal{X}} \sup _{z \in \mathcal{Z}}\left(\frac{\|g(x, z)\|}{\|z\|+1}\right)^{q} d \pi(x) \leq M_{q}<\infty \tag{3.40}
\end{equation*}
$$

A version of Lemma 3.5.3 is the following.
Lemma 3.5.3 Conditions 3.3.4,3.3.5 and 3.5.2 imply that the process $g\left(X_{n}, Z_{n}\right)$ is $M$-bounded, i.e. for all $q \geq 1$

$$
\begin{equation*}
E\left\|g\left(X_{n}, Z_{n}\right)\right\|^{q}<\infty \tag{3.41}
\end{equation*}
$$

## Proof.

$$
\begin{gather*}
E\left\|g\left(X_{n}, Z_{n}\right)\right\|^{q}=\int_{\mathcal{X} \times \mathcal{Z}}\left(\frac{\|g(x, z)\|}{\|z\|+1}\right)^{q}(\|z\|+1)^{q} d \mu_{n}(x, z) \leq \\
\left(\int_{\mathcal{X} \times \mathcal{Z}}\left(\frac{\|g(x, z)\|}{1+\|z\|}\right)^{2 q} d \mu_{n}(x, z)\right)^{1 / 2}\left(\int_{\mathcal{X} \times \mathcal{Z}}(1+\|z\|)^{2 q} d \mu_{n}(x, z)\right)^{1 / 2} \leq \\
\left(\int_{\mathcal{X} \times \mathcal{Z}}\left(\sup _{z \in \mathcal{Z}} \frac{\|g(x, z)\|}{1+\|z\|}\right)^{2 q} d \mu_{n}(x, z)\right)^{1 / 2} E^{1 / 2}\left(1+\left\|Z_{n}\right\|\right)^{2 q}= \\
\left(\int_{\mathcal{X}}\left(\sup _{z \in \mathcal{Z}} \frac{\|g(x, z)\|}{1+\|z\|}\right)^{2 q} d \pi_{n}(x)\right)^{1 / 2} E^{1 / 2}\left(1+\left\|Z_{n}\right\|\right)^{2 q} \leq \\
\leq M_{2 q}^{q} C_{1} C_{2} . \tag{3.42}
\end{gather*}
$$

We have used here that $Z_{n}$ is $M$-bounded by Lemma 3.3.8, i.e. $E^{1 / 2}(1+$ $\left.\left\|Z_{n}\right\|\right)^{2 q} \leq C_{2}$ and $\frac{d \pi_{n}}{d \pi} \leq C_{1}$ by Lemma 3.3.6.

Theorem 3.5.4 Consider the process $\left(X_{n}, Z_{n}\right)$, where $\left(X_{n}\right)$ satisfies the Doeb-lin-condition with $m=1$, and let $\left(Z_{n}\right)$ be defined by (3.7) with a uniformly exponentially stable mapping $f$ and an arbitrary constant initial condition $Z_{0}=\xi$. Assume that $X_{0}$ is independent of $\left\{T_{n}\right\}, n \geq 1$, and Conditions 3.3 .4 and 3.3 .5 hold. Furthermore assume that Conditions 3.5.1, 3.5.2 are satisfied for the function $g(x, z)$. Then

$$
V_{n}=g\left(X_{n}, Z_{n}\right)
$$

is an L-mixing process.
Proof. The process $V_{n}=g\left(X_{n}, Z_{n}\right)$ is $M$-bounded by Lemma 3.5.3. For the $L$-mixing property we follow the same route as in the proof of Theorem 3.3 .10 . Let us repeat the proof up to the inequality (3.15).

Consider the second term of the right hand side of (3.15).

$$
\begin{aligned}
E^{\frac{1}{q}}\left(\chi_{B^{C}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q}\right) & \leq \\
E^{\frac{1}{q}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q} & \leq \\
E^{\frac{1}{q}}\left(L\left\|Z_{n}-Z_{n, m}^{+}\right\|\left(\left\|Z_{n}\right\|+\left\|Z_{n, m}^{+}\right\|\right)\right)^{q} & \leq \\
\left(E^{\frac{1}{3 q}}(L)^{3 q}\right)\left(E^{\frac{1}{3 q}}\left\|Z_{n}-Z_{n, m}^{+}\right\|^{3 q}\right)\left(E^{\frac{1}{3 q}}\left(\left\|Z_{n}\right\|+\left\|Z_{n, m}^{+}\right\|\right)^{3 q}\right) & \leq \\
L_{3 q} E^{\frac{1}{3 q}}\left(C(1-\varrho)^{\left[\frac{\tau}{2}\right]}\left\|Z_{m^{\prime}, m}^{+}-Z_{m^{\prime}}\right\|\right)^{3 q}\left(E^{\frac{1}{3 q}}\left\|Z_{n}\right\|^{3 q}+E^{\frac{1}{3 q}}\left\|Z_{n, m}^{+}\right\|^{3 q}\right) & \leq \\
\left.\bar{C}_{q}(1-\varrho)^{\left[\frac{\tau}{2}\right]}\left(E^{\frac{1}{3 q}}\left\|Z_{m^{\prime}, m}^{+}\right\|^{3 q}+E^{\frac{1}{3 q}}\left\|Z_{m^{\prime}}\right\|\right)^{3 q}\right)\left(E^{\frac{1}{3 q}}\left\|Z_{n}\right\|^{3 q}+E^{\frac{1}{3 q}}\left\|Z_{n, m}^{+}\right\|^{3 q}\right) &
\end{aligned}
$$

The second inequality is due to Condition 3.5.1, the third inequality is due to the Hölder inequality, and the fourth inequality follows from the exponential stability of $f$.

Using that $Z_{m^{\prime}, m}^{+}, Z_{m^{\prime}}, Z_{n}$ and $Z_{n, m}^{+}$are $M$-bounded, see Lemma 3.5.3, we have

$$
\begin{equation*}
E^{\frac{1}{q}}\left(\chi_{B^{C}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}, Z_{n, m}^{+}\right)\right\|^{q}\right) \leq K^{\prime}(1-\varrho)^{[\tau / 2]} \tag{3.43}
\end{equation*}
$$

Consider now the first term of the right hand side of (3.15).
By the Hölder inequality we get

$$
E^{\frac{1}{q}}\left(\chi_{B}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{q}\right) \leq
$$

$$
\begin{equation*}
\left(E^{\frac{1}{2}}\left(\chi_{B}\right)^{2} E^{\frac{1}{2}}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{2 q}\right)^{\frac{1}{q}} \tag{3.44}
\end{equation*}
$$

Due to Minkowski inequality we have

$$
\begin{gather*}
E^{\frac{1}{2 q}}\left(\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n}^{+}, Z_{n, m}^{+}\right)\right\|\right)^{2 q} \leq \\
E^{\frac{1}{2 q}}\left\|g\left(X_{n}, Z_{n}\right)\right\|^{2 q}+E^{\frac{1}{2 q}}\left\|g\left(X_{n}^{+}, Z_{n, m}^{+}\right)\right\|^{2 q} \tag{3.45}
\end{gather*}
$$

and by Lemma 3.5.3 the right hand side of (3.44) is majorized by

$$
P^{\frac{1}{2 q}}(B)\left(2 M_{2 q}^{q} C_{1} C_{2}\right)^{\frac{1}{2 q}} \leq 2 K P^{\frac{1}{2 q}}(B)
$$

Thus we have

$$
\begin{equation*}
E^{\frac{1}{q}}\left(\chi_{B}\left\|g\left(X_{n}, Z_{n}\right)-g\left(X_{n, m}^{+}, Z_{n, m}^{+}\right)\right\|^{q}\right) \leq 2 K P^{\frac{1}{2 q}}(B) . \tag{3.46}
\end{equation*}
$$

Adding (3.43) and (3.46) we get

$$
\begin{gather*}
E^{\frac{1}{q}}\left\|g\left(X_{n}^{+}, Z_{m, n}^{+}\right)-g\left(X_{n}, Z_{n}\right)\right\|^{q} \leq \\
2 K(1-\delta)^{\frac{[\tau / 2]}{2 q}}+K^{\prime}(1-\varrho)^{[\tau / 2]} \tag{3.47}
\end{gather*}
$$

The end of the proof is similar to the proof of Theorem 3.3.10.

### 3.6 On-line estimation

In this section we lay the foundation of the analysis of the convergence of recursive estimation in Hidden Markov Models. For this purpose we investigate Markov processes generated by exponentially stable mappings. First we present the general scheme of Benveniste, Metivier and Prioret, see [6] introduced for investigating stochastic approximation algorithms, then verify the assumptions of [6] for our model class.

### 3.6.1 The BMP scheme

In this section we present the basics of the theory of recursive estimation developed by Benveniste, Metivier and Priouret, BMP henceforth (see Chapter 2, Part II. of [6]).

Let a family of transition probabilities $\left\{\Pi_{\theta}, \theta \in D \subset R^{d}\right\}$ on $\mathcal{U}$ be given, where $\mathcal{U}$ is a Polish space. Let us denote the metric by $d$. Note that in [6] $\mathcal{U}$ is $R^{n}$, but the results can be generalized for complete separable metric space. Let $D$ be an open set. Assume that for any $\theta \in D$ there exists a unique invariant probability measure, say $\mu_{\theta}$. Let $\left(U_{n}(\theta)\right)$ be a Markov-chain such that its initial state $U_{0}(\theta)$ has distribution $\mu_{\theta}$. Let $H(\theta, u)$ be a mapping from $R^{d} \times \mathcal{U}$ to $R^{d}$. Then the basic estimation problem of the BMP-theory is to solve the equation

$$
E_{\mu_{\theta}} H(\theta, U(\theta))=0 .
$$

Assume that a solution $\theta^{*} \in D$ exists.
The BMP-scheme. The recursive estimation procedure to solve the above equation is then defined as

$$
\begin{equation*}
\theta_{n+1}=\theta_{n}+\frac{1}{n} H\left(\theta_{n}, U_{n}\right), \tag{3.48}
\end{equation*}
$$

where $U_{n}$ is the time-varying process defined by

$$
P\left(U_{n+1} \in A \mid \mathcal{F}_{n}\right)=\Pi_{\theta_{n}}\left(U_{n}, A\right) .
$$

Here $\mathcal{F}_{n}$ is the $\sigma$-field of events generated by the random variables $U_{0}, \ldots, U_{n}$ and $A$ is any Borel subset of $\mathcal{X}$.

To specify the class of functions $H$ for which the theory is developed consider a Lyapunov function $V: \mathcal{U} \rightarrow R^{+}$and define for real-valued functions $g$ on $\mathcal{U}$ and any $p \geq 0$ the norms

$$
\|g\|_{p}:=\sup _{u} \frac{|g(u)|}{1+V(u)^{p}},
$$

and

$$
\|\Delta g\|_{p}=\sup _{u_{1} \neq u_{2}} \frac{\left|g\left(u_{1}\right)-g\left(u_{2}\right)\right|}{d\left(u_{1}, u_{2}\right)\left(1+V\left(u_{1}\right)^{p}+V\left(u_{2}\right)^{p}\right)}
$$

Introduce the class of functions

$$
C(p)=\left\{g: g \text { is continuous and }\|g\|_{p}<\infty\right\} .
$$

and

$$
\operatorname{Li}(p)=\left\{g:\|\Delta g\|_{p}<+\infty\right\} .
$$

Note that $L i(p) \subseteq C(p+1)$ for any $p \geq 0$.
Conditions of $B M P$. All but one condition will be formulated in terms of the Markov chain $\left\{U_{n}(\theta): n \geq 0\right\}$ for a fixed $\theta \in D$ with an arbitrary non-random initial value $U_{0}(\theta)=u$. The conditions are as follows. The real number $p \geq 0$ is fixed all over the conditions A1.-A3. below.

A1. For any compact subset $Q \subset D$ there exists a constant $K=K(Q)$ such that for all $\theta \in Q, n \geq 0$ and $U_{0}(\theta)=u \in \mathcal{U}$ :

$$
\int \Pi_{\theta}^{n}(u, d y)\left(1+V(y)^{p+1}\right) \leq K\left(1+V(u)^{p+1}\right)
$$

A2. For any compact subset $Q$ of $D$ there exist constants $K=K(Q)$ and $0<\rho<1$ such that for all $g \in \operatorname{Li}(p)$, any $\theta \in Q, n \geq 0$ and $u, u^{\prime} \in \mathcal{U}$ :

$$
\begin{aligned}
\mid \Pi_{\theta}^{n} g(u) & -\Pi_{\theta}^{n} g\left(u^{\prime}\right) \mid \leq \\
& \leq K\|\Delta g\|_{p} \rho^{n} d\left(u, u^{\prime}\right)\left(1+V(u)^{p}+V\left(u^{\prime}\right)^{p}\right) .
\end{aligned}
$$

Conditions A1 and A2 imply geometric ergodicity of the Markov chains in the following sense: for any $\theta \in D, u \in \mathcal{U}$ and any $g \in C(p+1)$ there exists a $\Gamma_{\theta} g$ such that

$$
\left|\Pi_{\theta}^{n} g(u)-\Gamma_{\theta} g\right| \leq\|g\|_{p+1} \rho^{n}\left(1+V(u)^{p+1}\right) .
$$

A key contribution of the BMP theory is that the above geometric ergodicity is derived by verifying conditions on a much more convenient class of test functions, namely $L i(p)$. It follows that there exists a unique invariant measure $\mu_{\theta}$ such that

$$
\Gamma_{\theta} g=\int g(u) d \mu_{\theta}(d u)
$$

for $g \in C(p+1)$.

A3. For any compact subset $Q$ of $D$ there exists a constant $K=K(Q)$ such that for all $g \in L i(p)$, any $\theta, \theta^{\prime} \in Q$ and $n \geq 0, u \in \mathcal{U}$ :

$$
\left|\Pi_{\theta}^{n} g(u)-\Pi_{\theta^{\prime}}^{n} g(u)\right| \leq K\|\Delta g\|_{p}\left|\theta-\theta^{\prime}\right|\left(1+V(u)^{p+1}\right)
$$

In other words the kernels $\Pi_{\theta}^{n}$ are supposed to be Lipschitz-continuous, uniformly in $n$, with respect to the parameter $\theta$ when applied to a small set of test functions $L i(p)$.

Let $D_{0} \subset D$ be a fixed compact truncation domain such that $\theta^{*} \in \operatorname{int} D_{0}$. Define the stopping time

$$
\tau=\inf \left\{n: \theta_{n+1} \notin D_{0}\right\}
$$

In addition let $\epsilon$ be a fixed small positive number, and define

$$
\sigma=\inf \left\{n:\left|\theta_{n}-\theta_{n-1}\right|>\epsilon\right\} .
$$

The stability of the time-varying process $X_{n}$ is enforced by stopping it at $\tau \wedge \sigma$.

A4. For any compact subset $Q$ of $D$ there exists a constant $K=K(Q)$ such that for any $n \geq 0$ and arbitrary starting values $\theta \in Q, u \in \mathcal{U}$

$$
E_{\theta, u}\left\{I(n<\tau \wedge \sigma)\left(1+V\left(U_{n+1}\right)^{p+1}\right\} \leq K\left(1+V(u)^{p+1}\right)\right.
$$

Regularity of the function $H$ is required in the next condition:
A5. For any compact subset $Q$ of $D$ there exists a constant $K=K(Q)$ such that for all $\theta, \theta^{\prime} \in Q$

$$
\begin{aligned}
|H(\theta, u)| & \leq K\left(1+V(u)^{p+1}\right) \\
\left|H(\theta, u)-H\left(\theta^{\prime}, u\right)\right| & \leq K\left|\theta-\theta^{\prime}\right|\left(1+V(u)^{p+1}\right) \\
\|\Delta H(\theta, \cdot)\|_{p} & \leq K .
\end{aligned}
$$

Remark: In fact it is sufficient to require the above condition for $\Pi_{\theta} H_{\theta}$, thus $H$ may be discontinuous.

Since $H(\theta, \cdot) \in L i(p)$ we may set as above

$$
h(\theta)=\lim _{n \rightarrow \infty} \Pi_{\theta}^{n} H\left(\theta, U_{n}(\theta)\right)=E_{\mu_{\theta}} H(\theta, U(\theta)) .
$$

The associated ODE is then given by

$$
\begin{equation*}
\dot{\theta}_{s}=h\left(\theta_{s}\right) . \tag{3.49}
\end{equation*}
$$

To ensure the convergence of the SA-procedure we require global asymptotic stability of the associated ODE by assuming the existence of a Lyapunov function:

A6. There exists a real-valued $C^{2}$-function $\widetilde{U}$ on $D$ such that

$$
\begin{aligned}
& \text { (i) } \widetilde{U}\left(\theta^{*}\right)=0, \widetilde{U}(\theta)>0 \text { for all } \theta \in D \backslash\left\{\theta^{*}\right\} \\
& \text { (ii) } \widetilde{U}^{\prime}(\theta) h(\theta)<0 \text { for all } \theta \in D \backslash\left\{\theta^{*}\right\} \\
& \text { (iii) } \widetilde{U}(\theta) \rightarrow \infty \text { if } \theta \rightarrow \partial D \text { or }|\theta| \rightarrow \infty .
\end{aligned}
$$

Theorem 13, p. 236 of [6] yields the following convergence result.
Theorem 3.6.1 (Benveniste-Métivier-Priouret 1990, [6]) Assume that Conditions A1-A6 are satisfied, and $\epsilon$ is sufficiently small. Let $\theta \in \operatorname{int} D_{0}, U_{m}=$ $u \in \mathcal{U}$, and consider the stopped process $\theta_{n}^{\circ}=\theta_{n \wedge \tau \wedge \sigma}$. Then for any $0<\lambda<1$ there exist constants $B$ and s such that for all $m \geq 0$ we have $\lim \theta_{n}^{\circ}=\theta^{*}$ with probability at least

$$
1-B\left(1+V(u)^{s}\right) \sum_{n=m+1}^{+\infty} n^{-1-\lambda}
$$

### 3.6.2 Application for exponentially stable nonlinear systems

In this subsection conditions (A1)-(A3) are verified for exponentially stable nonlinear systems. Let $\mathcal{X}$ be a Polish space and $\mathcal{Z}$ be a closed subset of a separable Banach space. Let us denote the metric on $\mathcal{X}$ by $d_{\mathcal{X}}$.

Consider an exponentially stable random mapping $f$, see Definition 3.3.1, and define the process $\left(Z_{n}\right)$ by

$$
\begin{equation*}
Z_{n+1}=f\left(X_{n}, Z_{n}, \theta\right), \quad Z_{0}=\xi \tag{3.50}
\end{equation*}
$$

where $\left(X_{n}\right)$ is a Markov chain which satisfies the Doeblin condition. Let

$$
\begin{equation*}
X_{n+1}=T_{n} X_{n} \tag{3.51}
\end{equation*}
$$

where $\left(T_{n}\right)$ is a sequence of i.i.d. random mappings, see (3.1). Let $U_{n}=$ $\left(X_{n}, Z_{n}\right) \in \mathcal{X} \times \mathcal{Z}=\mathcal{U}$. Define the metric on $\mathcal{U}$ by

$$
\begin{equation*}
d\left(u, u^{\prime}\right)=\left\|z-z^{\prime}\right\|+d_{\mathcal{X}}\left(x, x^{\prime}\right) \tag{3.52}
\end{equation*}
$$

where $u=(x, z)$ and $u^{\prime}=\left(x^{\prime}, z^{\prime}\right)$, and let the Lyapunov function be

$$
\begin{equation*}
V(u)=\|z\| . \tag{3.53}
\end{equation*}
$$

In the following subsection conditions (A1)-(A3) are verified for the process $U_{n}$ defined above.

## Verification of BMP conditions

By Proposition 3.1.4 a stationary distribution of $X_{n}$ exists. Let us denote it by $\pi$. For assumption (A1) we need two conditions: the first one ensures that there are no states in "large distances", the second one is (A1) for one-step when $X_{0}$ has an invariant distribution.

Condition 3.6.2 Let the distribution of $X_{1}$ be $\pi_{1}$. Assume

$$
\frac{d \pi_{1}}{d \pi} \leq C_{1} .
$$

Condition 3.6.3 Assume for all $\xi \in \mathcal{Z}$ and for $p \geq 1$

$$
E_{\pi}\left\|Z_{1}(\xi)\right\|^{p} \leq K_{1}\left(1+\|\xi\|^{p}\right)
$$

or equivalently

$$
\begin{equation*}
\int_{\mathcal{X}}\|f(x, \xi)\|^{p} d \pi(x) \leq K_{1}\left(1+\|\xi\|^{p}\right) . \tag{3.54}
\end{equation*}
$$

Note that Condition 3.6.2 is a modified version of Condition 3.3.4. As in assumptions (A1)-(A3) the initialization is always a fixed value and we need it for each initialization, Condition 3.3.4 is not realistic. Condition 3.6.3 is a special case of Condition 3.3.5.

Theorem 3.6.4 Consider a process $U_{n}=\left(X_{n}, Z_{n}\right)$ defined by (3.7), where $f$ is an exponentially stable mapping and $X_{n}$ is a Markov chain satisfying the Doeblin condition. Assume that Conditions 3.6.2 and 3.6.3 are satisfied. Then assumption (A1) holds, i.e. there exists positive constant $K$ such that for all $n \geq 0, u \in \mathcal{U}$ and $\theta \in Q$ :

$$
E_{u, \theta}\left(\left|V\left(U_{n}\right)\right|^{p+1}\right) \leq K\left(1+|V(u)|^{p+1}\right) .
$$

Proof. Similar to Lemma 3.3.6 we have that Condition 3.6.2 implies that

$$
\begin{equation*}
\frac{d \pi_{n}}{d \pi} \leq C_{1} \quad \text { for all } n \tag{3.55}
\end{equation*}
$$

Repeating the arguments of Lemma 3.3.7 we have that

$$
\begin{equation*}
E\left\|f\left(X_{n}, \xi\right)\right\|^{q} \leq K_{1}\left(1+\|\xi\|^{p}\right) C_{1} \tag{3.56}
\end{equation*}
$$

and similarly to Lemma 3.3 .8 we have that

$$
\begin{equation*}
E\left\|Z_{n}\right\|^{p} \leq K\left(1+\|\xi\|^{p}\right) \tag{3.57}
\end{equation*}
$$

By the definition of the function $V$, see (3.53), we get the statement from (3.57).

Since we have not used the metric property in Theorem 3.6.4 $\mathcal{X}$ can be any measurable abstract space. Furthermore, we have used the Doeblin property only for the existence of a stationary distribution of the Markov chain $\left(X_{n}\right)$.

For assumption (A2) we need two more conditions for the stability of the process $\left(X_{n}\right)$.

Condition 3.6.5 Assume that $f$ is Lipschitz continuous in x, i.e.

$$
\left\|f\left(x_{1}, z\right)-f\left(x_{2}, z\right)\right\| \leq L d_{\mathcal{X}}\left(x_{1}, x_{2}\right)
$$

Condition 3.6.6 Assume that for the process $\left(X_{n}\right)$ we have

$$
E d_{\mathcal{X}}\left(X_{n}, X_{n}^{\prime}\right) \leq K d_{\mathcal{X}}\left(X_{0}, X_{0}^{\prime}\right)
$$

Theorem 3.6.7 Consider a process $U_{n}=\left(X_{n}, Z_{n}\right)$ defined by (3.7), where $f$ is an exponentially stable mapping and $X_{n}$ is a Markov chain satisfying the Doeblin condition. Assume that Conditions 3.6.2, 3.6.3, 3.6.5 and 3.6.6 are satisfied. Then assumption (A2) holds, i.e. there exist positive constants $K, p$ and $0<\rho<1$ such that for all $g \in L i(p), \theta \in Q, n \geq 0$ and $u, u^{\prime} \in \mathcal{U}$ :

$$
\left|\Pi_{\theta}^{n} g(u)-\Pi_{\theta}^{n} g\left(u^{\prime}\right)\right| \leq K \rho^{n}\|\Delta g\|_{v_{p}}\left(1+|V(u)|^{p}+\left|V\left(u^{\prime}\right)\right|^{p}\right) d\left(u, u^{\prime}\right)
$$

For the proof of Theorem 3.6.7 we need a lemma first.
Lemma 3.6.8 Consider a process $U_{n}=\left(X_{n}, Z_{n}\right)$ defined by (3.7), where $f$ is an exponentially stable mapping. Assume that Conditions 3.6.5 and 3.6.6 are satisfied. Then we have

$$
E d\left(U_{n}, U_{n}^{\prime}\right) \leq K d\left(u_{0}, u_{0}^{\prime}\right),
$$

where $K$ is independent of $n$.
Proof. By definition

$$
d\left(u_{n}, u_{n}^{\prime}\right)=\left\|z_{n}-z_{n}^{\prime}\right\|+d_{\mathcal{X}}\left(x_{n}, x_{n}^{\prime}\right) .
$$

To estimate $\left\|z_{n}-z_{n}^{\prime}\right\|$ we use the idea of Lemma 3.3.2, but this time $z_{n}$ and $z_{n}^{\prime}$ are not generated with the same sequence $\left(x_{n}\right)$. To highlight the generating sequence $\left(x_{n}\right)$ we introduce the following notations. For $k \geq i$ let

$$
z_{k}^{i}=f\left(i, k, z_{i}^{\prime}, x_{1}^{n-1}\right)
$$

be the sequence starting from $z_{i}^{\prime}$ at step $i$ with the generating process $\left(x_{n}\right)$. Note that $z_{i}^{i}=z_{i}^{\prime}$. With this notation we have

$$
z_{n}-z_{n}^{\prime}=\left(z_{n}-z_{n}^{0}\right)+\sum_{i=0}^{n-1}\left(z_{n}^{i}-z_{n}^{i+1}\right)
$$

i.e.

$$
\begin{equation*}
\left\|z_{n}-z_{n}^{\prime}\right\| \leq\left\|z_{n}-z_{n}^{0}\right\|+\sum_{i=1}^{n}\left\|z_{n}^{i-1}-z_{n}^{i}\right\| \tag{3.58}
\end{equation*}
$$

By the exponential stability of $f$ we have

$$
\begin{equation*}
\left\|z_{n}^{i-1}-z_{n}^{i}\right\| \leq C \rho^{n-i}\left\|z_{i}^{i}-z_{i}^{i-1}\right\|, \tag{3.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|z_{n}-z_{n}^{0}\right\| \leq C \rho^{n}\left\|z_{0}-z_{0}^{\prime}\right\| . \tag{3.60}
\end{equation*}
$$

Furthermore,

$$
\begin{gather*}
\left\|z_{i}^{i}-z_{i}^{i-1}\right\|=\left\|f\left(z_{i-1}^{\prime}, x_{i-1}^{\prime}\right)-f\left(z_{i-1}^{\prime}, x_{i-1}\right)\right\| \leq \\
L d_{\mathcal{X}}\left(x_{i-1}, x_{i-1}^{\prime}\right) \tag{3.61}
\end{gather*}
$$

by Condition 3.6.5. Using (3.59), (3.60) and (3.61) inequality (3.58) implies that

$$
\left\|z_{n}-z_{n}^{\prime}\right\| \leq C \rho^{n}\left\|z_{0}-z_{0}^{\prime}\right\|+\sum_{i=1}^{n} C \rho^{n-i} L d_{\mathcal{X}}\left(x_{i-1}, x_{i-1}^{\prime}\right)
$$

Taking the expectation of both sides and considering Condition 3.6.6 we get the lemma.

Let us turn to the proof of Theorem 3.6.7.
Proof. (Theorem 3.6.7) For $g \in L i(p)$ we have

$$
\begin{equation*}
\left|g\left(u_{n}\right)-g\left(u_{n}^{\prime}\right)\right| \leq\|\Delta g\|_{p} d\left(u_{n}, u_{n}^{\prime}\right)\left(1+\left|V\left(u_{n}\right)\right|^{p}+\left|V\left(u_{n}^{\prime}\right)\right|^{p}\right) . \tag{3.62}
\end{equation*}
$$

Let $A=\left\{\omega: T_{k}(\omega) \in \Gamma_{c}\right.$ for $\left.k \leq n / 2\right\}$. From Lemma 3.1.3 we have $P(A)=1-(1-\delta)^{n / 2}$. On $A$ we have $x_{k}=x_{k}^{\prime}$ for all $n / 2 \leq k \leq n$. Thus from the definition of $d$ and the exponential stability of the mapping $f$ we have on the set $A$

$$
\begin{gathered}
d\left(u_{n}, u_{n}^{\prime}\right)=\left|z_{n}-z_{n}^{\prime}\right| \leq C \rho^{n / 2}\left|z_{n / 2}-z_{n / 2}^{\prime}\right|= \\
C \rho^{n / 2} d\left(u_{n / 2}, u_{n / 2}^{\prime}\right) .
\end{gathered}
$$

Taking the expectation of both sides of (3.62) and considering that $E d\left(U_{n / 2}, U_{n / 2}^{\prime}\right) \leq d\left(u_{0}, u_{0}^{\prime}\right)$ (see Lemma 3.6.8 and Theorem 3.6.4) we have

$$
\begin{equation*}
E \chi_{A}\left|g\left(U_{n}\right)-g\left(U_{n}^{\prime}\right)\right| \leq\|\Delta g\|_{p} C \rho^{n / 2} d\left(u, u^{\prime}\right)\left(1+|V(u)|^{p}+\left|V\left(u^{\prime}\right)\right|^{p}\right) . \tag{3.63}
\end{equation*}
$$

Consider now the complement of $A$. We have $P\left(A^{c}\right)=(1-\delta)^{n / 2}$. Taking the expectation of (3.62) on the set $A^{c}$ and using Lemma 3.6.8 we have

$$
\begin{equation*}
E \chi_{A^{c}}\left|g\left(U_{n}\right)-g\left(U_{n}^{\prime}\right)\right| \leq(1-\delta)^{n / 2}\|\Delta g\|_{p} d\left(u, u^{\prime}\right)\left(1+|V(u)|^{p}+\left|V\left(u^{\prime}\right)\right|^{p}\right) \tag{3.64}
\end{equation*}
$$

Adding (3.63) and (3.64) we finish the proof.

For assumption (A3) we need the smoothness of $f$ with respect to the parameter $\theta$. Assume that $f: \mathcal{X} \times \mathcal{Z} \times \Theta \rightarrow \mathcal{Z}$ is a Borel-measurable function, differentiable in $\theta$ and for any fix $\theta$ the function $f(\cdot, \cdot, \theta)$ is exponentially stable.

Theorem 3.6.9 Consider a process $U_{n}=\left(X_{n}, Z_{n}\right)$ defined by (3.7), where $f$ is an exponentially stable mapping which is smooth is $\theta$, and $X_{n}$ is a Markov chain satisfying the Doeblin condition. Assume that Conditions 3.6.2 and 3.6.3 are satisfied. Then assumption (A3) holds, i.e. there exist positive constants $K, p$ such that for all $g \in \operatorname{Li}(p), u \in \mathcal{U}, n \geq 0$ and $\theta, \theta^{\prime} \in Q$ :

$$
\left|\Pi_{\theta}^{n} g(u)-\Pi_{\theta^{\prime}}^{n} g(u)\right| \leq K\|\Delta g\|_{V_{p}}\left(1+|V(u)|^{p}\right)\left|\theta-\theta^{\prime}\right|
$$

We start with a very important lemma which states that if the exponentially stable mapping $f$ is smooth in the parameter $\theta$ then the derivative process $\partial z_{n} / \partial \theta$ is also an exponentially stable process.

Lemma 3.6.10 Let $f$ be a uniformly exponentially stable mapping smooth in $\theta$. Then the derivative process $w_{n}=\frac{\partial z_{n}}{\partial \theta}$ is also exponentially stable, i.e. we have

$$
\begin{equation*}
\left\|w_{n}(\eta)-w_{n}\left(\eta^{\prime}\right)\right\| \leq C(1-\varrho)^{n}\left\|\eta-\eta^{\prime}\right\|, \tag{3.65}
\end{equation*}
$$

where $\eta=\frac{\partial \xi}{\partial \theta}$ and $\eta^{\prime}=\frac{\partial \xi^{\prime}}{\partial \theta}$.
Proof. Let the derivative of $z_{n}$ with respect to the initial condition $\xi$ be $v_{n}$, i.e. $v_{n}=\frac{\partial z_{n}}{\partial \xi}$. Then we have

$$
\begin{equation*}
v_{n}=f_{z}\left(z_{n-1}, x_{n-1}, \theta\right) v_{n-1} . \tag{3.66}
\end{equation*}
$$

Note that $x_{n}$ and $\theta$ do not depend on the initialization $\xi$.

Define $v_{n}^{\prime}=\frac{\partial w_{n}}{\partial \eta}$. For the derivative of $w_{n}$ with respect to the initialization we have

$$
\begin{equation*}
v_{n}^{\prime}=f_{z}\left(z_{n-1}, x_{n-1}, \theta\right) v_{n-1}^{\prime} \tag{3.67}
\end{equation*}
$$

We used that $x_{n}$ and $\theta$ do not depend on the initialization $\eta$.
Comparing (3.66) and (3.67) we have that if the filter process is exponentially stable then the same property holds for its derivative.

Proof. (Theorem 3.6.9) Fix $\omega \in \Omega$. Consider the derivative of $g\left(x_{n}, z_{n}\right)$ with respect to the parameter $\theta$ :

$$
\frac{\partial g\left(x_{n}, z_{n}\right)}{\partial \theta}=\frac{\partial g}{\partial z_{n}} \frac{\partial z_{n}}{\partial \theta} .
$$

Since $g \in \operatorname{Li}(p)$ we have that

$$
\left\|\frac{\partial g}{\partial z_{n}}\right\| \leq\|\Delta g\|\left(1+\left|V\left(u_{n}\right)\right|\right)
$$

and by Lemma 3.6.10 we have

$$
\left\|\frac{\partial z_{n}}{\partial \theta}\right\|<K
$$

for a fix $K>0$ (independent of the sequence $\left(x_{n}\right)$ ). Here we have used that for a fix $\omega$ the sequence $\left(x_{n}\right)$ is fixed. Thus we have for a fix $\omega$

$$
\left\|\frac{\partial g\left(x_{n}, z_{n}\right)}{\partial \theta}\right\| \leq\|\Delta g\|\left(1+\left|V\left(u_{n}\right)\right|\right) K
$$

Taking the expectation of both sides and using Theorem 3.6.4 we get the proof.

We conclude this section with the following theorem.
Theorem 3.6.11 Consider a process $U_{n}=\left(X_{n}, Z_{n}\right)$ defined by (3.7), where $f$ is an exponentially stable mapping and $X_{n}$ is a Markov chain satisfying the Doeblin condition. Assume that Conditions 3.6.2, 3.6.3, 3.6.5 and 3.6.6 are satisfied. Then assumptions (A1)-(A3) hold.

Thus we get that if assumption (A5) is satisfied for a function $H$, and we have a Lyapunov function satisfying (A6) then convergence result Theorem 3.6.1 holds for the algorithm (3.48).

We apply Theorem 3.6.11 for Hidden Markov Models in Chapter 5

## Chapter 4

## Application to Hidden Markov Models

This chapter demonstrates the relevance of the previous results for the estimation of Hidden Markov Models. Consider a Hidden Markov Process $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is possibly continuous, i.e. let $\mathcal{Y}$ be a general measurable space with a $\sigma$-field $\mathcal{B}(\mathcal{Y})$ and a $\sigma$-finite measure $\lambda$. In practice $\mathcal{Y}$ is usually a measurable subset of $\mathbb{R}^{d}$. Although the results of this chapter are valid for a general read-out space, we will assume that $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$ and $\lambda$ is the Lebesgue-measure. Assume that the transition probability matrix and the conditional read-out densities are positive, i.e. $Q^{*}>0$ and $b^{* i}(y)>0$ for all $i, y$. Then the process $\left(X_{n}, Y_{n}\right)$ satisfies the Doeblin-condition. Indeed, $Q^{*}>0$ implies the Doeblin condition for the Markov chain $\left(X_{n}\right)$ and if the Doeblin condition is satisfied for $\left(X_{n}\right)$ then it is also satisfied for the pair $\left(X_{n}, Y_{n}\right)$. Note that if the Doeblin condition is satisfied for a Markov chain then an invariant distribution exists for the process, see Proposition 3.1.4.

Let the invariant distribution of $\left(X_{n}\right)$ be $\nu$ and the invariant distribution of $\left(X_{n}, Y_{n}\right)$ be $\pi$. Note that $\left(X_{n}, Y_{n}\right)$ corresponds to $\left(X_{n}\right)$ and $\left(p_{n}\right)$ corresponds to $\left(Z_{n}\right)$ in Chapter 3.

$$
\begin{equation*}
\pi(\{i\}, d y)=\nu_{i} b^{* i}(y) \lambda(d y) \tag{4.1}
\end{equation*}
$$

The logarithm of the likelihood function is

$$
\begin{equation*}
\sum_{k=1}^{n-1} \log p\left(y_{k} \mid y_{k-1}, \ldots y_{0}, \theta\right)+\log p\left(y_{0}, \theta\right) \tag{4.2}
\end{equation*}
$$

where $D$ is a domain and $\theta \in D$ parameterizes the transition matrix $Q$ and the conditional read-out densities $b^{i}(y)$. Usually the entries of $Q$ are included in $\theta$. The $k$-th term in (4.2) for $k \geq 1$ can be written as

$$
\log \sum_{i=1}^{N} b^{i}\left(y_{k}, \theta\right) P\left(i \mid y_{k-1}, \ldots, y_{0}, \theta\right)=\log \sum_{i=1}^{N} b^{i}\left(y_{k}, \theta\right) p_{k}^{i}(\theta)
$$

Now define $g$ as

$$
\begin{equation*}
g(y, p)=\log \sum_{i=1}^{N} b^{i}(y) p^{i} \tag{4.3}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\log p\left(y_{n}, \ldots, y_{0}, \theta\right)=\sum_{k=1}^{n} g\left(y_{k}, p_{k}\right)+\log p\left(y_{0}, \theta\right) \tag{4.4}
\end{equation*}
$$

Although the problem is thought of as a parametric one, to simplify the notations we will drop the parameter $\theta$ in this chapter. Instead, the true value of the corresponding unknown quantity is indicated by $*$ and the running value is denoted by letters without *.

The parameter dependence will be used from Chapter 6 on.

### 4.1 Estimation of Hidden Markov Models

A central question in estimation problems is proving the ergodic theorem for (2.9), see Chapter 2, which is equivalent to the existence of the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} g\left(y_{k}, p_{k}\right) . \tag{4.5}
\end{equation*}
$$

Let the running value of the transition probability matrix $Q$ and the running value of the conditional read-out densities be all positive, i.e. $Q>0$, $b^{i}(y)>0$, respectively.

With the notation $p_{n}^{i}=P\left(X_{n}=i \mid Y_{n-1}, \ldots, Y_{0}\right)$ we have

$$
p_{n+1}=\pi\left(Q^{T} B\left(Y_{n}\right) p_{n}\right)=f\left(Y_{n}, p_{n}\right)
$$

We use capital letters for random variables and lower cases for their realizations, i.e. $X$ is a random variable and $x$ is a realization of $X$. The only exception is $p$, where the meaning depends on the context.

Theorem 4.1.1 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{4.6}
\end{equation*}
$$

Assume that for all $i, j \in \mathcal{X}$ and $q \geq 1$

$$
\begin{equation*}
\int\left|\log b^{j}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{4.7}
\end{equation*}
$$

Then the process $g\left(Y_{n}, p_{n}\right)$ is L-mixing.
Proof. Identify $\left(X_{n}, Y_{n}\right)$ with $\left(X_{n}\right)$ and $\left(p_{n}\right)$ with $\left(Z_{n}\right)$ in Theorem 3.4.3. The exponential stability of $f$ follows from Proposition 2.1.3. As $p_{n}$ is a probability vector Condition 3.3.5 is trivially satisfied.

We prove that Condition 3.4.1 is satisfied. Let $[x]_{-}=\max \{-x, 0\}$ and $[x]_{+}=\max \{x, 0\}$. On one hand

$$
\sum_{j=1}^{N} b^{j}(y) p^{j} \geq \min _{i} b^{i}(y)
$$

leads to

$$
\left[\log \sum_{j=1}^{N} b^{j}(y) p^{j}\right]_{-} \leq\left[\log \min _{i} b^{i}(y)\right]_{-},
$$

or

$$
\begin{equation*}
[g(y, p)]_{-} \leq \max _{i}\left[\log b^{i}(y)\right]_{-} \leq \max _{i}\left|\log b^{i}(y)\right| . \tag{4.8}
\end{equation*}
$$

On the other hand the inequality

$$
\sum_{j=1}^{N} b^{j}(y) p^{j} \leq \max _{i} b^{i}(y)
$$

leads to

$$
\left[\log \sum_{j=1}^{N} b^{j}(y) p^{j}\right]_{+} \leq\left[\log \max _{i} b^{i}(y)\right]_{+},
$$

or

$$
\begin{equation*}
[g(y, p)]_{+} \leq \max _{i}\left[\log b^{i}(y)\right]_{+} \leq \max _{i}\left|\log b^{i}(y)\right| . \tag{4.9}
\end{equation*}
$$

Since the right hand sides in (4.8) and (4.9) are independent of $p$ we get

$$
\begin{equation*}
\sup _{p}|g(y, p)| \leq \max _{i}\left|\log b^{i}(y)\right| . \tag{4.10}
\end{equation*}
$$

Combining (4.7) and (4.10) we get that for all $i \in \mathcal{X}$

$$
\begin{equation*}
\int\left(\sup _{p}|g(y, p)|^{q}\right) b^{* i}(y) \lambda(d y)<\infty . \tag{4.11}
\end{equation*}
$$

Since

$$
\begin{equation*}
\int \sup _{p}|g(y, p)|^{q} d \pi=\sum_{i=1}^{N} \nu_{i} \int\left(\sup _{p}|g(y, p)|^{q}\right) b^{* i}(y) \lambda(d y), \tag{4.12}
\end{equation*}
$$

the finiteness of the left hand side follows.
Now, only Condition 3.3.9 remained to be checked, i.e. that $g(y, p)=$ $\log \sum_{i} b^{i}(y) p^{i}$ is Lipschitz-continuous in $p$ with Lipschitz constant independent of $y$. For an arbitrary fixed $y \in \mathcal{Y}$ we have

$$
\begin{align*}
& \left\|\frac{\partial g(y, p)}{\partial p}\right\|=\left\|\frac{1}{\sum_{j=1}^{N} b^{j}(y) p^{j}}\left(b^{1}(y), \ldots b^{N}(y)\right)^{T}\right\| \leq  \tag{4.13}\\
& \frac{\sqrt{N} \max _{i} b^{i}(y)}{\sum_{j=1}^{N} b^{j}(y) p^{j}} \leq \sqrt{N} \max _{i} \frac{1}{p^{i}}=\sqrt{N}\left(\min _{i} p^{i}\right)^{-1} . \tag{4.14}
\end{align*}
$$

It is easy to see that $p^{i}$ has a positive lower bound. Let

$$
\begin{equation*}
\varepsilon=\min _{i, j} q_{i j}>0 \tag{4.15}
\end{equation*}
$$

Due to the Baum-equation (2.3) we have

$$
p_{n+1}=\pi\left(Q^{T} B\left(y_{n}\right) p_{n}\right)=\frac{Q^{T} B\left(y_{n}\right) p_{n}}{\mathbf{1}^{T} Q^{T} B\left(y_{n}\right) p_{n}}
$$

where $\mathbf{1}^{T}=(1, \ldots, 1)^{T}$. As $Q$ is a stochastic matrix, $\mathbf{1}^{T} Q^{T} B\left(y_{n}\right) p_{n}=$ $1^{T} B\left(y_{n}\right) p_{n}$, and due to (4.15)

$$
Q^{T} B\left(y_{n}\right) p_{n} \geq \varepsilon \mathbf{1 1}^{T} B\left(y_{n}\right) p_{n} .
$$

Thus

$$
\begin{equation*}
p_{n+1} \geq \frac{\varepsilon \mathbf{1 1}^{T} B\left(y_{n}\right) p_{n}}{\mathbf{1}^{T} B\left(y_{n}\right) p_{n}}=\varepsilon \mathbf{1} \tag{4.16}
\end{equation*}
$$

and we get

$$
\begin{equation*}
\left\|\frac{\partial g(y, p)}{\partial p}\right\| \leq \frac{\sqrt{N}}{\varepsilon} \tag{4.17}
\end{equation*}
$$

Hence the function $g(y, p)$ is Lipschitz continuous and thus Theorem 3.4.3 implies that $g\left(Y_{n}, p_{n}\right)$ is an $L$-mixing process.

Remark 4.1.2 Since the positivity of $Q$ implies that the stationary distribution of $\left(X_{n}\right)$ is strictly positive in every state and the densities of the read-outs are strictly positive, (4.6) is not a strong condition. For example for the random initialization we can take a uniform distribution on $\mathcal{X}$ and an arbitrary set of $\lambda$ a.e. positive density functions $b_{0}^{i}(y)$.

To analyze the asymptotic properties of (4.5) consider the following lemma.
Lemma 4.1.3 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{4.18}
\end{equation*}
$$

Assume that for all $i, j \in \mathcal{X}$ and $q \geq 1$

$$
\begin{equation*}
\int\left|\log b^{j}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{4.19}
\end{equation*}
$$

Then the limit

$$
\lim _{n \rightarrow \infty} E g\left(Y_{n}, p_{n}\right)
$$

exists.

Proof. Let us go back to the proof of Lemma 3.4.6. Identify $\left(X_{n}, Y_{n}\right)$ with $\left(X_{n}\right)$ and $\left(p_{n}\right)$ with $\left(Z_{n}\right)$ in Lemma 3.4.6. Furthermore let us identify the initialization of the true process $\left(X_{n}, Y_{n}\right)$ with $\eta$ and the initialization of the predictive filter with $\xi$. By the proof of Lemma 3.4.6 we have that $\left(X_{n}, Y_{n}, p_{n}\right)$ converges in law to the stationary distribution. Thus it is enough to prove that the sequence $g\left(Y_{n}, p_{n}\right)$ is uniformly bounded in $L_{q}(q>1)$ norm.

Using the fact that

$$
\min _{j} b^{j}\left(y_{n}\right) \leq \mathbf{b}^{T}\left(y_{n}\right) p_{n} \leq \max _{j} b^{j}\left(y_{n}\right)
$$

we have that

$$
g\left(Y_{n}, p_{n}\right) \leq \max _{j}\left|\log b^{j}\left(Y_{n}\right)\right| .
$$

Let us denote the distribution of $\left(X_{n}, Y_{n}\right)$ by $\pi_{n}$. Considering condition (4.18) and Lemma 3.3.6 we have that

$$
E\left|\log b^{j}\left(Y_{n}\right)\right|^{q} \leq K \max _{i} \int\left|\log b^{j}(y)\right|^{q} b^{* i}(y) \lambda(d y) .
$$

Thus condition (4.19) implies the uniform boundedness of $g\left(Y_{n}, p_{n}\right)$ in $L_{q}$ norm.

Theorem 4.1.4 Consider a Hidden Markov Model ( $X_{n}, Y_{n}$ ), where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{4.20}
\end{equation*}
$$

Assume that for all $i, j \in \mathcal{X}$ and $q \geq 1$

$$
\begin{equation*}
\int\left|\log b^{j}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{4.21}
\end{equation*}
$$

Then the limit

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} g\left(Y_{k}, p_{k}\right)
$$

exists almost surely.
Proof. Under the conditions of Theorem 4.1.1 $g\left(Y_{n}, p_{n}\right)$ is an $L$-mixing process. Normalizing this process we have that

$$
g\left(Y_{n}, p_{n}\right)-E g\left(Y_{n}, p_{n}\right)
$$

is also $L$-mixing. According to Theorem 2.3.5 the law of large numbers is valid for this process. Combining this with the results of Lemma 4.1.3, we have that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} g\left(Y_{k}, p_{k}\right)
$$

also exists almost surely.
Consider now a finite state-finite read-out HMM. This case follows from Theorem 4.1.1, but the integrability condition (4.7) is simplified due to the discrete measure.

Theorem 4.1.5 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where $\mathcal{X}$ and $\mathcal{Y}$ are finite. Assume that $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Then with a random initialization on $\mathcal{X} \times \mathcal{Y}$ we have that $g\left(Y_{n}, p_{n}\right)$ is an L-mixing process.

Finally, we compare our results with those of Legland and Mevel, [40]. For easier reference we restate the results of [40] collecting the relevant conditions.

Proposition 4.1.6 (Legland-Mevel 2000, [40]) Consider a Hidden Markov Process $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is continuous. Let the transition probability matrix of the unobserved Markov chain be primitive and the conditional read-out densities be positive, i.e. let there exist a positive integer $r$ such that $Q^{* r}>0$, and let $b^{* i}(y)>0$, respectively. For the running parameter assume also that $Q^{r}>0$ and $b^{i}(y)>0$ for
all $i$. Furthermore, assume that for all $i \in \mathcal{X}$

$$
\begin{equation*}
\int \frac{\max _{j \in \mathcal{X}} b^{j}(y)}{\min _{j \in \mathcal{X}} b^{j}(y)} b^{* i}(y) \lambda(d y)<\infty \tag{4.22}
\end{equation*}
$$

and for all $i, j \in \mathcal{X}$

$$
\begin{equation*}
\int\left|\log b^{j}(y)\right| b^{* i}(y) \lambda(d y)<\infty \tag{4.23}
\end{equation*}
$$

Then the process $g\left(Y_{n}, p_{n}\right)$ is geometrically ergodic.
Geometric ergodicity also implies the existence of limit in (4.5).
Remark 4.1.7 Inequality (4.22) is a Lipschitz condition in the mean in the following sense. Due to (4.13) for an arbitrary fix $y \in \mathcal{Y}$ the function $\|\partial g(y, p) / \partial p\|$ is bounded uniformly in $p$

$$
\left\|\frac{\partial g(y, p)}{\partial p}\right\| \leq \sqrt{N} \max _{i} \frac{b^{i}(y)}{\sum_{j} b^{j}(y) p^{j}} \leq \sqrt{N} \frac{\max _{i} b^{i}(y)}{\min _{j} b^{j}(y)}
$$

since $\sum_{j} p^{j}=1$, thus $L(y)=\sqrt{N} \max _{i} b^{i}(y) / \min _{j} b^{j}(y)$ is an $y$-dependent Lipschitz constant. Condition (4.22) states that the Lipschitz constant L(y) is bounded in average.

Now we demonstrate that our result applies in certain cases where Proposition 4.1.6 does not.

Example: Consider an example with finite state space $\mathcal{X}$ and read-out space $\mathbb{R}$. Assume that the process $\left(X_{n}\right)$ satisfies the Doeblin-condition with $m=1$ and let the running value of the transition probability matrix be positive, i.e. $Q>0$. Let the read-outs be continuous with normal density functions, i.e.

$$
b^{i}(y)=\frac{1}{\sqrt{2 \pi} \sigma_{i}} \exp \left(-\frac{\left(y-m_{i}\right)^{2}}{2 \sigma_{i}}\right)
$$

where $\left(m_{i}, \sigma_{i}\right)$ s are the parameters. Assume that $\sigma_{1} \leq \cdots \leq \sigma_{N}$. Denote the true parameter by $\left(m_{i}^{*}, \sigma_{i}^{*}\right)$. Since $\log b^{i}(y)$ is quadratic in $y,(4.7)$ is satisfied
as all moments of the normal distribution exist. Hence Theorem 4.1.4 is applicable, and the limit of the log-likelihood function (4.5) exists.

On the other hand, Condition (4.22) of Proposition 4.1.6 may not be satisfied if $\sigma_{1}<\sigma_{N}$. Indeed, for large $y$-s the integrand of (4.22) is

$$
C \exp \left(-\frac{\left(y-m_{N}\right)^{2}}{2 \sigma_{N}^{2}}+\frac{\left(y-m_{1}\right)^{2}}{2 \sigma_{1}^{2}}-\frac{\left(y-m_{i}^{*}\right)^{2}}{2\left(\sigma_{i}^{*}\right)^{2}}\right)
$$

where $C$ is a constant, and this expression is integrable only if

$$
-\frac{1}{\sigma_{N}^{2}}+\frac{1}{\sigma_{1}^{2}}-\frac{1}{\left(\sigma_{i}^{*}\right)^{2}}<0
$$

for all $i$, i.e. if

$$
\begin{equation*}
\left(\sigma_{i}^{*}\right)^{2}>\frac{\left(\sigma_{1} \sigma_{N}\right)^{2}}{\left(\sigma_{N}\right)^{2}-\left(\sigma_{1}\right)^{2}} \tag{4.24}
\end{equation*}
$$

### 4.2 Extension to general state space

In Section 4.1 we investigated the case when the state space $\mathcal{X}$ is finite. We consider now a general compact state space. Let $\left(X_{n}\right)$ be a Markov chain on a compact set $K \subset \mathcal{X}$, where $\mathcal{X}$ is a Polish space, and $\mathcal{B}(K)$ is the associated Borel $\sigma$-field. Let us fix a $\sigma$-finite dominating measure on $\mathcal{X}$. Let $Q^{*}(x, A)(x \in K, A \in \mathcal{B}(K))$ be the Markov transition kernel of the chain, see [44]. The observations $\left(Y_{n}\right)$ are conditionally independent and identically distributed given $\left(X_{n}\right)$ with conditional densities $b^{* x_{n}}(y)$, see (2.1), where the read-out space $\mathcal{Y}$ is assumed to be a Polish space. Let the initial distribution of $\left(X_{n}\right)$ be $P_{0}^{*}$.

Assume that the densities $b^{x}(y)$ are with respect to the same $\sigma$-finite measure $\lambda$ and the transition kernel $Q$ has a density $q$ with respect to the $\sigma$-finite dominating measure $\mu$ on $\mathcal{X}$. Furthermore, it is assumed that the initial distribution of $\left(X_{n}\right)$ has a density $p_{0}$ with respect to $\mu$.

Consider the predictive density function, i.e. the density of the conditional distribution of $X_{n}$ given $\left(Y_{i}\right)_{i=0}^{n-1}$. Using the Baum-equation, see (2.3), we have the following recursion for the density of the predictive filter:

$$
p_{n+1}(x)=\frac{\int_{u} q(u, x) b^{u}\left(Y_{n}\right) p_{n}(u) d \mu(u)}{\int_{u} b^{u}\left(Y_{n}\right) p_{n}(u) d \mu(u)} .
$$

In this section we will use the following notation: for any measurable function $f$ on $(K, \mathbf{B}(K), \mu)$ define

$$
\operatorname{ess} \sup (f)=\inf \{M \geq 0: \mu(\{M<|f|\})=0\}
$$

and if $f$ is non-negative,

$$
\operatorname{ess} \inf (f)=\sup \{M \geq 0: \mu(\{M>|f|\})=0\}
$$

For $y \in \mathcal{Y}$ define

$$
\begin{align*}
& \delta(y)=\frac{\operatorname{ess}_{\sup }^{x}}{} b^{x}(y)  \tag{4.25}\\
& \operatorname{ess}_{\operatorname{sinf}}^{x} b^{x}(y)  \tag{4.26}\\
& \epsilon=\frac{\operatorname{ess}_{\inf }^{x, x^{\prime}}}{} q\left(x, x^{\prime}\right) \\
& \operatorname{ess} \sup _{x, x^{\prime}} q\left(x, x^{\prime}\right)
\end{align*}
$$

The following statement, which is an adaptation of Proposition 2.1.3, shows the exponential memorylessness of the predictive density function, see [9].

Proposition 4.2.1 (Douc-Matias 2001, [9]) Suppose that $0<\epsilon$. Let $p_{0}^{\prime}$ and $p_{0}^{\prime \prime}$ be any two initial density functions of $X_{0}$ with respect to the measure $\mu$. Then

$$
\begin{equation*}
\left\|p_{n}\left(p_{0}^{\prime}\right)-p_{n}\left(p_{0}^{\prime \prime}\right)\right\|_{L_{1}} \leq C(1-\epsilon)^{n}\left\|p_{0}^{\prime}-p_{0}^{\prime \prime}\right\|_{L_{1}} \tag{4.27}
\end{equation*}
$$

### 4.2.1 Estimation of HMMs: continuous state space

Assume that the Markov chain $\left(X_{n}\right)$ has an invariant distribution $\nu$. This implies that the density of the invariant distribution of the pair $\left(X_{n}, Y_{n}\right)$ is

$$
\pi(x, y)=b^{x}(y) \nu(x)
$$

The logarithm of the likelihood function is

$$
\sum_{k=1}^{n-1} \log \left(\int_{K} b^{x}\left(Y_{k}\right) p_{k} \mu(d x)\right)
$$

and define the function $g$ as

$$
\begin{equation*}
g(y, p)=\log \left(\int_{K} b^{x}(y) p(x) \mu(d x)\right) \tag{4.28}
\end{equation*}
$$

similarly to (4.3).
The following theorem is a modified version of Theorem 4.1.1.
Theorem 4.2.2 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $K \subset \mathcal{X}$ is a compact subset of a Polish space $\mathcal{X}$ and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Assume that $\epsilon>0$ in (4.26). Furthermore assume that the Doeblin condition is satisfied for the Markov chain $\left(X_{n}\right)$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random such that the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{4.29}
\end{equation*}
$$

Assume that for all $q \geq 1$

$$
\begin{equation*}
\text { ess } \sup _{x} \int\left|\log \operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y)<\infty . \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int|\delta(y)|^{q} b^{* x}(y) \lambda(d y)<\infty \tag{4.31}
\end{equation*}
$$

Then the process $g\left(Y_{n}, p_{n}\right)$ is L-mixing.
Remark 4.2.3 By Lemma 3.1.5 and Proposition 3.1.4 the Doeblin condition for the Markov chain implies the existence of an invariant distribution for the pair $\left(X_{n}, Y_{n}\right)$.

Proof. (Theorem 4.2.2) Identify $\left(X_{n}, Y_{n}\right)$ with $\left(X_{n}\right)$ and $\left(p_{n}\right)$ with $\left(Z_{n}\right)$ in Corollary 3.4.5. The exponential stability of $f$ follows from Proposition 4.2.1. As $p_{n}$ is a conditional density function Condition 3.3.5 is trivially satisfied.

We prove that Condition 3.4.1 is satisfied. For this we should check whether

$$
\begin{equation*}
\int \sup _{p}\left|\log \left(\int_{K} b^{x}(y) p(x) \mu(d x)\right)\right|^{q} b^{* x}(y) p^{*}(x) \lambda(d y) \mu(d x)<\infty \tag{4.32}
\end{equation*}
$$

is true for all $q \geq 1$. Using that

$$
\operatorname{ess} \inf _{x^{\prime}} b^{x^{\prime}}(y)<\int_{K} b^{x}(y) p(x) \mu(d x)<\operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)
$$

it is enough to show that both
and

$$
\int\left|\log \left(\operatorname{ess} \inf _{x^{\prime}} b^{x^{\prime}}(y)\right)\right|^{q} b^{* x}(y) p^{*}(x) \lambda(d y) \mu(d x)
$$

are finite.

$$
\begin{aligned}
& \int \mid \log \left(\underset{x^{\prime}}{\left.\operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right)\left.\right|^{q} b^{* x}(y) p^{*}(x) \lambda(d y) \mu(d x)<}\right. \\
& \text { ess sup } x_{x} \int\left|\log \operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y)<\infty
\end{aligned}
$$

by condition (4.30) and using the definition of $\delta(y)$ in (4.25) and the fact that $|a-b|^{q} \leq 2^{q}\left(|a|^{q}+|b|^{q}\right)$ we have

$$
\begin{gathered}
\int\left|\log \left(\operatorname{ess} \inf _{x^{\prime}} b^{x^{\prime}}(y)\right)\right|^{q} b^{* x}(y) p^{*}(x) \lambda(d y) \mu(d x)< \\
\int 2^{q}\left(\left|\log \left(\operatorname{ess} \sup _{x^{\prime}}^{b^{\prime}}(y)\right)\right|^{q}+|\log \delta(y)|^{q}\right) b^{* x}(y) p^{*}(x) \lambda(d y) \mu(d x)< \\
2^{q} \operatorname{ess} \sup _{x} \int\left|\log \operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y)+ \\
2^{q} \operatorname{ess}_{x} \sup _{x} \int|\log \delta(y)|^{q} b^{* x}(y) \lambda(d y)<\infty
\end{gathered}
$$

by condition (4.30) and (4.31). For the second term we have used that $\delta(y) \geq 1$, thus $|\log \delta(y)|^{q} \leq|\delta(y)|^{q}$. Thus we have that (4.32) holds indeed.

To finish the proof we have to check the Lipschitz continuity of $g(y, p)$ in $p$ for all $y$ (see Condition 3.3.12). Consider the definition of $g$ in (4.28)

$$
\begin{gather*}
\left|g\left(y, p_{1}\right)-g\left(y, p_{2}\right)\right|= \\
\left|\log \left(\int_{K} b^{x}(y) p_{1}(x) \mu(d x)\right)-\log \left(\int_{K} b^{x}(y) p_{2}(x) \mu(d x)\right)\right|= \\
\left|\log \frac{\int_{K} b^{x}(y) p_{1}(x) \mu(d x)}{\int_{K} b^{x}(y) p_{2}(x) \mu(d x)}\right| \tag{4.33}
\end{gather*}
$$

As $|\log A|=|\log 1 / A|$ for $A>0$ assume that the numerator is greater then the denominator.

Using the fact that $\log x \leq x-1$ for $x>1$ we can estimate (4.33) from above by

$$
\begin{gathered}
\left|\frac{\left(\int_{K} b^{x}(y) p_{1}(x) \mu(d x)\right)-\left(\int_{K} b^{x}(y) p_{2}(x) \mu(d x)\right)}{\int_{K} b^{x}(y) p_{2}(x) \mu(d x)}\right| \leq \\
\frac{\operatorname{ess}_{\sup _{x^{\prime}}} b^{x^{\prime}}(y)\left(\int_{K}\left|p_{1}(x)-p_{2}(x)\right| \mu(d x)\right)}{\operatorname{ess} \inf _{x^{\prime}} b^{x^{\prime}}(y)} \leq \\
\delta(y)\left\|p_{1}-p_{2}\right\|_{L_{1}},
\end{gathered}
$$

i.e. the function $g(y, p)$ is Lipschitz-continuous in $p$ for all $y$ and all the moments of the Lipshitz constant exists by (4.31).

Thus the conditions of Corollary 3.4.5 are satisfied and the process $g\left(Y_{n}, p_{n}\right)$ is $L$-mixing.

Let us turn to the analyze of the asymptotic properties of (4.5). The following lemma is similar to Lemma 4.1.3.

Lemma 4.2.4 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $K \subset \mathcal{X}$ is a compact subset of a Polish space $\mathcal{X}$ and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Assume that $\epsilon>0$ in (4.26). Furthermore, assume that the Doeblin condition is satisfied for the Markov chain $\left(X_{n}\right)$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random such that the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{4.34}
\end{equation*}
$$

Assume that for all $q \geq 1$

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int\left|\log \operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y)<\infty \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int|\log \delta(y)|^{q} b^{* x}(y) \lambda(d y)<\infty \tag{4.36}
\end{equation*}
$$

Then the limit

$$
\lim _{n \rightarrow \infty} E g\left(Y_{n}, p_{n}\right)
$$

exists.

Proof. We follow the arguments of Lemma 4.1.3. Identify ( $X_{n}, Y_{n}$ ) with $\left(X_{n}\right)$ and $\left(p_{n}\right)$ with $\left(Z_{n}\right)$ in Lemma 3.4.6. Furthermore let us identify the initialization of the true process $\left(X_{n}, Y_{n}\right)$ with $\eta$ and the initialization of the predictive filter with $\xi$. By the proof of Lemma 3.4.6 we have that ( $X_{n}, Y_{n}, p_{n}$ ) converges in law to the stationary distribution. Thus it is enough to prove that the sequence $g\left(Y_{n}, p_{n}\right)$ is uniformly bounded in $L_{q}(q>1)$ norm.

Note that

$$
\underset{x}{\operatorname{ess} \inf _{x} b^{x}\left(y_{n}\right) \leq \int b^{x}\left(y_{n}\right) p_{n}(x) \mu(d x) \leq \operatorname{ess} \sup _{x} b^{x}\left(y_{n}\right), ~(x)}
$$

and

$$
\left|\log \operatorname{ess} \inf _{x} b^{x}\left(y_{n}\right)\right| \leq\left|\log \operatorname{ess} \sup _{x} b^{x}\left(y_{n}\right)\right|+\left|\log \delta\left(y_{n}\right)\right| .
$$

Let us denote the distribution of $\left(X_{n}, Y_{n}\right)$ by $\pi_{n}$. Considering condition (4.34) and Lemma 3.3.6 we have that

$$
E\left|\log \operatorname{ess} \sup _{x} b^{x}\left(y_{n}\right)\right|^{q} \leq K \operatorname{ess} \sup _{x} \int\left|\log \operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y) .
$$

and

$$
E\left|\log \delta\left(y_{n}\right)\right|^{q} \leq K \operatorname{ess} \sup _{x} \int|\log \delta(y)|^{q} b^{* x}(y) \lambda(d y)
$$

Thus conditions (4.35) and (4.36) imply the uniform boundedness of $g\left(Y_{n}, p_{n}\right)$ in $L_{q}$ norm.

Theorem 4.2.5 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $K \subset \mathcal{X}$ is a compact subset of a Polish space $\mathcal{X}$ and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Assume that $\epsilon>0$ in (4.26). Furthermore assume that the Doeblin condition is satisfied for the Markov chain $\left(X_{n}\right)$. Assume that for all $q \geq 1$

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int\left|\log \operatorname{ess} \sup _{x^{\prime}} b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y)<\infty . \tag{4.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int|\delta(y)|^{q} b^{* x}(y) \lambda(d y)<\infty \tag{4.38}
\end{equation*}
$$

Then the limit

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} g\left(Y_{k}, p_{k}\right)
$$

exists almost surely.
At the end of this section we compare our results with those of Douc and Matias, [9].

Proposition 4.2.6 (Douc-Matias 2001, [9]) Consider a Hidden Markov Process $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is compact and the observation space $\mathcal{Y}$ is continuous. Assume that $0<\epsilon<1$,

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int \operatorname{ess} \sup _{x^{\prime}}\left|\log b^{x^{\prime}}(y)\right|^{q} b^{* x}(y) \lambda(d y)<\infty . \tag{4.39}
\end{equation*}
$$

for some $q>0$ and

$$
\begin{equation*}
\operatorname{ess} \sup _{x} \int|\delta(y)| b^{* x}(y) \lambda(d y)<\infty \tag{4.40}
\end{equation*}
$$

Then the limit $\frac{1}{n} \sum_{k=1}^{n} g\left(Y_{k}, p_{k}\right)$ exists almost surely.
The proof is based on the geometric ergodicity of the process $g\left(Y_{n}, p_{n}\right)$.

## Chapter 5

## Recursive Estimation of Hidden Markov Models

In this paragraph we consider Hidden Markov Models with finite state-space and finite read-out space.

Consider the following estimation problem: let $Q$ and $b$ be parameterized by $\theta \in D$, where $D$ is a compact subset of $\mathbb{R}^{r}$ and let

$$
Q^{*}=Q\left(\theta^{*}\right), \quad b^{*}=b\left(\theta^{*}\right) .
$$

In this case $\theta$ is often the parameter of the model parameterizing the transition matrix $Q$ and the conditional read-out probabilities $b^{i}(y)$. Usually the entries of $Q$ are included in $\theta$.

Consider the parameter-dependent Baum-equation

$$
\begin{equation*}
\mathbf{p}_{n+1}(\theta)=\frac{Q^{T}(\theta) B\left(y_{n}, \theta\right) \mathbf{p}_{n}(\theta)}{\mathbf{b}\left(y_{n}, \theta\right)^{T} \mathbf{p}_{n}(\theta)}=\Phi_{1}\left(y_{n}, \mathbf{p}_{n}, \theta\right) \tag{5.1}
\end{equation*}
$$

To simplify the notations we drop the dependence on the parameter $\theta$. Differentiating $\mathbf{p}_{n+1}$ with respect to $\theta$ we have

$$
\begin{equation*}
W_{n+1}=Q^{T}\left(I-\frac{B\left(y_{n}\right) \mathbf{p}_{n} \mathbf{e}^{T}}{\mathbf{b}^{T}\left(y_{n}\right) \mathbf{p}_{n}}\right) \frac{B\left(y_{n}\right) W_{n}}{\mathbf{b}^{T}\left(y_{n}\right) \mathbf{p}_{n}}+F, \tag{5.2}
\end{equation*}
$$

where

$$
F=\frac{Q_{\theta}^{T} B\left(y_{n}\right) \mathbf{p}_{n}}{\mathbf{b}^{T}\left(y_{n}\right) \mathbf{p}_{n}}+Q^{T}\left(I-\frac{B\left(y_{n}\right) \mathbf{p}_{n} \mathbf{e}^{T}}{\mathbf{b}^{T}\left(y_{n}\right) \mathbf{p}_{n}}\right) \frac{\beta\left(y_{n}\right) \mathbf{p}_{n}}{\mathbf{b}^{T}\left(y_{n}\right) \mathbf{p}_{n}}
$$

$W_{n}=\frac{\partial \mathbf{p}_{n}}{\partial \theta}$ and $\beta\left(y_{n}\right)=\frac{\partial B\left(y_{n}\right)}{\partial \theta}$.
In a compact form

$$
\begin{equation*}
W_{n+1}=\Phi_{2}\left(y_{n}, \mathbf{p}_{n}, W_{n}, \theta\right) . \tag{5.3}
\end{equation*}
$$

Thus for a fix $\theta, u_{n}=\left(X_{n}, Y_{n}, \mathbf{p}_{n}, W_{n}, \theta\right)$ is a Markov chain.
Let the score function be

$$
\varphi_{n}(\theta)=\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta\right)
$$

Using that

$$
\log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta\right)=\log \mathbf{b}^{T}(y) \mathbf{p}_{n}
$$

see (4.3), we get

$$
\begin{equation*}
\varphi_{n}=\frac{\beta\left(y_{n}\right) \mathbf{p}_{n}+W_{n} \mathbf{b}\left(y_{n}\right)}{\mathbf{b}\left(y_{n}\right)^{T} \mathbf{p}_{n}} \tag{5.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
H(\theta, u)=H(\theta, x, y, \mathbf{p}, W)=\frac{\beta(y, \theta) \mathbf{p}+W \mathbf{b}(y, \theta)}{\mathbf{b}(y, \theta)^{T} \mathbf{p}} \tag{5.5}
\end{equation*}
$$

and consider the following adaptive algorithm.

$$
\begin{gather*}
\bar{\theta}_{n+1}=\bar{\theta}_{n}+\frac{1}{n+1} H\left(\bar{\theta}_{n}, x_{n}, y_{n}, \overline{\mathbf{p}}_{n}, \bar{W}_{n}\right),  \tag{5.6}\\
\overline{\mathbf{p}}_{n+1}=\Phi_{1}\left(y_{n}, \overline{\mathbf{p}}_{n}, \bar{\theta}_{n}\right),  \tag{5.7}\\
\bar{W}_{n+1}=\Phi_{2}\left(y_{n}, \overline{\mathbf{p}}_{n}, \bar{W}_{n}, \bar{\theta}_{n}\right) . \tag{5.8}
\end{gather*}
$$

For the convergence of this algorithm we use the approach of Benveniste, Metivier and Priouret, see Theorem 3.6.1 and [6]. In the following we verify the conditions of Theorem 3.6.11

Consider a Hidden Markov Model with finite state space and finite readout space.

Assume that $Q(\theta)$ and $b(\theta)$ are smooth functions of the parameter, i.e. the second derivatives exist.

Theorem 5.0.7 Consider a Hidden Markov Model with finite state space and finite read-out space. Assume that $Q^{*}>0, b^{* x}(y)>0$, and $Q(\theta)>0$, $b^{x}(y, \theta)>0$ for all $x, y$ and $\theta \in D$, where $D$ is a compact subset of $\mathbb{R}^{d}$. Then assumptions (A1)-(A3) of Section 3.6.1 are satisfied.

Proof. Identify $X_{n}$ of Theorem 3.6.11 with $\left(X_{n}, Y_{n}\right)$ and $Z_{n}$ of Theorem 3.6.11 with $\left(p_{n}, W_{n}\right)$. Then the mapping $f$ of Theorem 3.6.11 is identified with the pair $\left(\Phi_{1}, \Phi_{2}\right)$. Exponentially stability of the pair $\left(\Phi_{1}, \Phi_{2}\right)$ is implied by Proposition 2.1.3 and Lemma 3.6.10. The Doeblin condition and Condition 3.6.2 is satisfied for the process $\left(X_{n}, Y_{n}\right)$ since $Q^{*}>0$ and $b^{* x}(y)>0$. Conditions 3.6.3 and 3.6.5 are trivially satisfied for finite state space and finite read-out space if $Q(\theta)>0$ and $b^{x}(y)>0$ for all $x, y$. Condition 3.6.6 is automatically satisfied for finite systems.

Let us investigate assumption (A5).
Theorem 5.0.8 Consider a Hidden Markov Model with finite state space and finite read-out space. Assume that $Q^{*}>0, b^{* x}(y)>0$, and $Q(\theta)>0$, $b^{x}(y, \theta)>0$ for all $x, y$ and $\theta \in D$, where $D$ is a compact subset of $\mathbb{R}^{d}$. Then assumption (A5) of Section 3.6.1 is satisfied.

Proof. Noting that by the condition $b^{x}(y, \theta)>0$ we have that $b^{x}(y, \theta)>\epsilon$, since the read-out space is finite and $D$ is a compact domain. Thus we have

$$
b^{T}(y, \theta) p>\epsilon,
$$

and using the definition of $H$, see (5.5), assumption (A5) follows by the smoothness of $b(y, \theta)$ and $Q(\theta)$.

Note that if the state space and the read-out space are finite then assumption (A4) is trivially satisfied.

Assumption (A6) is very hard even for linear stochastic systems. Let us identify

$$
\begin{equation*}
h(\theta)=\lim _{n \rightarrow \infty} E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right) \tag{5.9}
\end{equation*}
$$

This limit exists, see Theorem 6.2.3, and assume that the following identifiability condition is satisfied, see also Condition 6.3.2:

Condition 5.0.9 The equation

$$
h(\theta)=0
$$

has exactly one solution in $D$, namely $\theta^{*}$.

Note that $h(\theta)$ is identified with $W_{\theta}\left(\theta, \theta^{*}\right)$ in (6.26).
Condition 5.0.9 implies assumption (A6) in a small domain. Thus we conclude with the following theorem as an application of Theorem 3.6.1.

Theorem 5.0.10 Consider a Hidden Markov Model with finite state space and finite read-out space. Assume that $Q^{*}>0, b^{* x}(y)>0$, and $Q(\theta)>0$, $b^{x}(y, \theta)>0$ for all $\theta, x, y$. Assume Condition 5.0.9. Then the algorithm defined by (5.6), (5.7), (5.8) converges to the true value $\theta^{*}$ with probability arbitrary close to 1.

## Chapter 6

## Strong Estimation of Hidden Markov Models

### 6.1 Parametrization of the Model

In this chapter the rate of convergence of the parameter is investigated. Let $G \subset \mathbb{R}^{r}$ be an open set, $D \subset G$ be a compact set, and $D^{*} \subset \operatorname{int} D$ be another compact set, where int $D$ denotes the interior of $D$. Assume that for the true value of the parameter we have $\theta^{*} \in D^{*}$. Furthermore, assume that for an estimation of the parameter of the Hidden Markov Model we have $\theta \in D$. We will refer to $D^{*}$ and $D$ as compact domains.

Consider the following estimation problem: let $Q$ and $b$ be parameterized by $\theta \in D$ and let

$$
Q^{*}=Q\left(\theta^{*}\right), \quad b^{*}=b\left(\theta^{*}\right) .
$$

In this paragraph we always consider finite state-space and continuous readout space. Although the results of this chapter are valid for a general read-out space, we will always assume that $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$ and $\lambda$ is the Lebesgue-measure, similarly to Chapter 4. Assume that the densities $b^{x}(y, \theta)$ are with respect to the Lebesgue measure $\lambda$.

In the finite case (when both $\mathcal{X}$ and $\mathcal{Y}$ are finite) $\theta$ is often the parameter of the model parameterizing the transition matrix $Q$ and the conditional read-out probabilities $b^{i}(y)$. Usually the entries of $Q$ are included in $\theta$.

### 6.2 L-mixing property of the derivative process

For strong approximation theorems we will need that the derivative processes $\frac{\partial^{k}}{\partial \theta^{k}} \log p\left(y_{n}, y_{n-1}, \ldots, y_{0}, \theta\right)$, where $k=1,2,3$ are $L$-mixing. We only prove our statement for the first derivative, i.e. when $k=1$, for $k=2,3$ the proofs are very similar. Throughout this section we will assume that $Q(\theta)$ and $b^{x}(y, \theta)$ are smooth functions in the parameter $\theta \in G$.

For $y \in \mathcal{Y}$ define

$$
\begin{equation*}
\delta(y)=\frac{\max _{x} b^{x}(y)}{\min _{x} b^{x}(y)} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta^{\prime}(y)=\frac{\max _{x}\left\|\partial b^{x}(y) / \partial \theta\right\|}{\min _{x} b^{x}(y)} \tag{6.2}
\end{equation*}
$$

Theorem 6.2.1 Consider a Hidden Markov Model ( $X_{n}, Y_{n}$ ), where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Assume that $Q(\theta)$ and $b^{i}(y, \theta)$ are continuously differentiable functions in the parameter $\theta$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{6.3}
\end{equation*}
$$

Assume that

$$
\begin{align*}
& \int|\delta(y)|^{q} b^{* i}(y) \lambda(d y)<\infty  \tag{6.4}\\
& \int\left|\delta(y)^{\prime}\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.5}
\end{align*}
$$

Then

$$
\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}, \theta\right)
$$

is L-mixing.
Proof. To simplify the notations we drop the dependence on the parameter $\theta$. Using the notations of Chapter 5 we have

$$
\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}\right)=\frac{\partial}{\partial \theta} \log b^{T}\left(y_{n}\right) p_{n}=\frac{\beta\left(y_{n}\right) p_{n}+W_{n} b\left(y_{n}\right)}{b^{T}\left(y_{n}\right) p_{n}}
$$

where $W_{n}=\frac{\partial p_{n}}{\partial \theta}$ and $\beta\left(y_{n}\right)=\frac{\partial b\left(y_{n}\right)}{\partial \theta}$, see (5.4).
Identify $\left(X_{n}, Y_{n}\right)$ with $\left(X_{n}\right)$ and $\left(p_{n}, W_{n}\right)$ with $\left(Z_{n}\right)$ in Theorem 3.5.4. According to (5.1) and (5.3) let $f$ be ( $\Phi_{1}, \Phi_{2}$ ). Finally, let us define $g$ as

$$
g\left(x_{n}, y_{n}, p_{n}, W_{n}\right)=\frac{\beta\left(y_{n}\right) p_{n}+W_{n} b\left(y_{n}\right)}{b^{T}\left(y_{n}\right) p_{n}} .
$$

Thus we should check the conditions of Theorem 3.5.4. The exponential stability of $f$ follows from Proposition 2.1.3 and Lemma 3.6.10.

We prove Condition 3.5.2. For this consider the following lemma.

## Lemma 6.2.2

$$
\left\|\frac{\beta(y) p+W b(y)}{b^{T}(y) p}\right\| \leq \delta(y)\|W\|+\delta^{\prime}(y)
$$

Proof. To simplify the expressions here we give the proof when $\operatorname{dim} \Theta=1$ :

$$
\begin{equation*}
\left\|\frac{\beta(y) p}{b^{T}(y) p}\right\| \leq \frac{\max _{x}\left(\partial b^{x}(y) / \partial \theta\right)}{\min _{x} b^{x}(y)}=\delta^{\prime}(y) \tag{6.6}
\end{equation*}
$$

since $p$ is a probability vector. On the other hand

$$
\begin{equation*}
\left\|\frac{W b(y)}{b^{T}(y) p}\right\| \leq \frac{\max _{x} b^{x}(y)\|W\|}{\min _{x} b^{x}(y)}=\delta(y)\|W\| . \tag{6.7}
\end{equation*}
$$

Lemma 6.2.2 and conditions (6.4), (6.5) imply Condition 3.5.2.
Let us turn to Condition 3.5.1. To prove that this condition is satisfied we should consider the difference

$$
\left\|\frac{\beta(y) p_{1}+W_{1} b(y)}{b^{T}(y) p_{1}}-\frac{\beta(y) p_{2}+W_{2} b(y)}{b^{T}(y) p_{2}}\right\|,
$$

where $p_{1}, p_{2}$ are probability vectors and $W_{1}, W_{2}$ are matrices. To simplify the expressions here we consider the case when $\operatorname{dim} \Theta=1$. In this case $\beta(y)$ and $W$ are row vectors. We have

$$
\left\|\frac{\beta(y) p_{1}+W_{1} b(y)}{b^{T}(y) p_{1}}-\frac{\beta(y) p_{2}+W_{2} b(y)}{b^{T}(y) p_{2}}\right\| \leq
$$

$$
\left\|\frac{\beta(y) p_{1}}{b^{T}(y) p_{1}}-\frac{\beta(y) p_{2}}{b^{T}(y) p_{2}}\right\|+\left\|\frac{W_{1} b(y)}{b^{T}(y) p_{1}}-\frac{W_{2} b(y)}{b^{T}(y) p_{2}}\right\|
$$

Consider the first term:

$$
\begin{gathered}
\left\|\frac{\beta(y) p_{1}}{b^{T}(y) p_{1}}-\frac{\beta(y) p_{2}}{b^{T}(y) p_{2}}\right\| \leq\left\|\frac{\beta(y)\left(p_{1}-p_{2}\right)}{b^{T} p_{1}}+\frac{\beta(y) p_{2}\left(b^{T} p_{2}-b^{T} p_{1}\right)}{b^{T} p_{1} b^{T} p_{2}}\right\| \leq \\
\delta^{\prime}(y)\left\|p_{1}-p_{2}\right\|+\delta(y) \delta^{\prime}(y)\left\|p_{1}-p_{2}\right\|
\end{gathered}
$$

Let us consider the second term.

$$
\begin{gathered}
\left\|\frac{W_{1} b(y)}{b^{T}(y) p_{1}}-\frac{W_{2} b(y)}{b^{T}(y) p_{2}}\right\|=\left\|\frac{b^{T}(y)\left(W_{1}-W_{2}\right)}{b^{T} p_{1}}-\frac{b^{T}(y)\left(p_{1}-p_{2}\right)}{b^{T}(y) p_{1}} \frac{b^{T}(y) W_{2}}{b^{T}(y) p_{2}}\right\| \leq \\
\delta(y)\left\|W_{1}-W_{2}\right\|+\delta(y)^{2}\left\|p_{1}-p_{2}\right\|\left\|W_{2}\right\|,
\end{gathered}
$$

by (6.7). Thus we have that

$$
\begin{gathered}
\left\|\frac{\beta(y) p_{1}+W_{1} b(y)}{b^{T}(y) p_{1}}-\frac{\beta(y) p_{2}+W_{2} b(y)}{b^{T}(y) p_{2}}\right\| \leq\left(\left\|p_{1}-p_{2}\right\|+\left\|W_{1}-W_{2}\right\|\right) * \\
\left(\delta(y)+\delta^{2}(y)+\delta^{\prime}(y)+\delta(y) \delta^{\prime}(y)\right)\left(\left\|p_{1}\right\|+\left\|p_{2}\right\|+\left\|W_{1}\right\|+\left\|W_{2}\right\|\right)
\end{gathered}
$$

and by (6.4) and (6.5) Condition 3.5.1 is satisfied.
To finish the proof we should check that Condition 3.3.5 is valid. Since $p_{1}$ is a probability vector, it is enough to prove the validity of this condition for $W_{1}$. Consider

$$
\begin{equation*}
W_{1}=Q^{T}\left(I-\frac{B(y) \mathbf{p e}^{T}}{\mathbf{b}^{T}(y) \mathbf{p}}\right) \frac{B(y) W}{\mathbf{b}^{T}(y) \mathbf{p}}+F \tag{6.8}
\end{equation*}
$$

where

$$
F=\frac{Q_{\theta}^{T} B(y) \mathbf{p}}{\mathbf{b}^{T}(y) \mathbf{p}}+Q^{T}\left(I-\frac{B(y) \mathbf{p e}^{T}}{\mathbf{b}^{T}(y) \mathbf{p}}\right) \frac{\beta(y) \mathbf{p}}{\mathbf{b}^{T}(y) \mathbf{p}}
$$

see (5.2). Here $p, W$ are arbitrary initializations. Similar to the previous proofs we have

$$
\begin{equation*}
\left\|W_{1}\right\| \leq\|Q\| \delta(y)(\|W\|+1)+\delta(y)\left\|Q_{\theta}\right\|+\|Q\| \delta^{\prime}(y)(1+\delta(y)) \tag{6.9}
\end{equation*}
$$

Due to conditions (6.4) and (6.5) the moments of $W_{1}$ exist.
In applications we need that the limit of the expectation of the derivative process exists, see (5.9) or (6.26).

Theorem 6.2.3 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Assume that $Q(\theta)$ and $b^{i}(y, \theta)$ are continuously differentiable functions in the parameter $\theta$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{6.10}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\int|\delta(y)|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int\left|\delta(y)^{\prime}\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.12}
\end{equation*}
$$

Then the limit

$$
\lim _{n \rightarrow \infty} E \frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right)
$$

exists.

Proof. We follow the arguments of Lemma 4.1.3. Identify $\left(X_{n}, Y_{n}\right)$ with $\left(X_{n}\right)$ and $\left(p_{n}, W_{n}\right)$ with $\left(Z_{n}\right)$ in Lemma 3.4.6. Note that by Lemma 3.6.10 the process $\left(p_{n}, W_{n}\right)$ is exponentially stable. Furthermore let us identify the initialization of the true process $\left(X_{n}, Y_{n}\right)$ with $\eta$ and the initialization of the process $\left(p_{n}, W_{n}\right)$ with $\xi$. By the proof of Lemma 3.4.6 we have that $\left(X_{n}, Y_{n}, p_{n}, W_{n}\right)$ converges in law to the stationary distribution. Thus it is enough to prove that

$$
\frac{\beta\left(Y_{n}\right) p_{n}+W_{n} b\left(Y_{n}\right)}{b^{T}\left(Y_{n}\right) p_{n}}
$$

is uniformly bounded in $L_{q}(q>1)$ norm.
From (6.6) and (6.7) we have that

$$
\frac{\beta\left(Y_{n}\right) p_{n}+W_{n} b\left(Y_{n}\right)}{b^{T}\left(Y_{n}\right) p_{n}} \leq \delta^{\prime}\left(Y_{n}\right)+\delta\left(Y_{n}\right)\left\|W_{n}\right\| .
$$

From Lemma 3.3 .8 we have the $M$-boundedness of $W_{n}$ (the conditions of the lemma are satisfied, see (6.10) and (6.9)) with an arbitrary initialization.

Furthermore by condition (6.10) and Lemma 3.3.6 we have that

$$
E\left|\delta^{\prime}\left(Y_{n}\right)\right|^{q} \leq K \int|\delta(y)|^{q} b^{* i}(y) \lambda(d y)
$$

and

$$
E\left|\delta^{\prime}\left(Y_{n}\right)\right|^{q} \leq K \int\left|\delta(y)^{\prime}\right|^{q} b^{* i}(y) \lambda(d y)
$$

Thus using the Hölder inequality and conditions (6.11), (6.12) we have the uniform boundedness of $\frac{\beta\left(Y_{n}\right) p_{n}+W_{n} b\left(Y_{n}\right)}{b^{T}\left(Y_{n}\right) p_{n}}$ in $L_{q}$ norm.

Let us turn to the second and the third derivatives. Define

$$
\begin{gathered}
\delta_{2}(y)=\frac{\max _{x} b^{x}(y)}{\left(\min _{x} b^{x}(y)\right)^{2}} \\
\delta_{2}^{\prime}(y)=\frac{\max _{x}\left\|\partial b^{x}(y) / \partial \theta\right\|}{\left(\min _{x} b^{x}(y)\right)^{2}} \\
\delta_{2}^{\prime \prime}(y)=\frac{\max _{x}\left\|\partial^{2} b^{x}(y) / \partial \theta^{2}\right\|}{\left(\min _{x} b^{x}(y)\right)^{2}}
\end{gathered}
$$

Theorem 6.2.4 Consider a Hidden Markov Model ( $X_{n}, Y_{n}$ ), where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Assume that $Q(\theta)$ and $b^{i}(y, \theta)$ are two times continuously differentiable functions in the parameter $\theta$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{6.13}
\end{equation*}
$$

Assume that

$$
\begin{align*}
& \int\left|\delta_{2}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty  \tag{6.14}\\
& \int\left|\delta_{2}^{\prime}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty  \tag{6.15}\\
& \int\left|\delta_{2}^{\prime \prime}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.16}
\end{align*}
$$

Then

$$
\frac{\partial^{2}}{\partial \theta^{2}} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}, \theta\right)
$$

is L-mixing and the limit

$$
\lim _{n \rightarrow \infty} E \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right)
$$

exists.
Define

$$
\begin{gathered}
\delta_{3}(y)=\frac{\max _{x} b^{x}(y)}{\left(\min _{x} b^{x}(y)\right)^{4}} \\
\delta_{3}^{\prime}(y)=\frac{\max _{x}\left\|\partial b^{x}(y) / \partial \theta\right\|}{\left(\min _{x} b^{x}(y)\right)^{4}} \\
\delta_{3}^{\prime \prime}(y)=\frac{\max _{x}\left\|\partial^{2} b^{x}(y) / \partial \theta^{2}\right\|}{\left(\min _{x} b^{x}(y)\right)^{4}} \\
\delta_{3}^{\prime \prime \prime}(y)=\frac{\max _{x}\left\|\partial^{3} b^{x}(y) / \partial \theta^{3}\right\|}{\left(\min _{x} b^{x}(y)\right)^{4}}
\end{gathered}
$$

Theorem 6.2.5 Consider a Hidden Markov Model ( $X_{n}, Y_{n}$ ), where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Assume that $Q(\theta)$ and $b^{i}(y, \theta)$ are three times continuously differentiable functions in the parameter $\theta$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{6.17}
\end{equation*}
$$

Assume that

$$
\begin{align*}
& \int\left|\delta_{3}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty  \tag{6.18}\\
& \int\left|\delta_{3}^{\prime}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty  \tag{6.19}\\
& \int\left|\delta_{3}^{\prime \prime}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.20}
\end{align*}
$$

$$
\begin{equation*}
\int\left|\delta_{3}^{\prime \prime \prime}(y)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.21}
\end{equation*}
$$

Then

$$
\frac{\partial^{3}}{\partial \theta^{3}} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}, \theta\right)
$$

is L-mixing and the limit

$$
\lim _{n \rightarrow \infty} E \frac{\partial^{3}}{\partial \theta^{3}} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right)
$$

exists.

### 6.3 Characterization theorem for the error

In this section the rate of convergence of the parameter is investigated. Let $G \subset \mathbb{R}^{r}$ be an open set, $D \subset G$ be a compact set, and $D^{*} \subset \operatorname{int} D$ be another compact set, where int $D$ denotes the interior of $D$. Assume that for the true value of the parameter we have $\theta^{*} \in D^{*}$. Furthermore, assume that for an estimation of the parameter of the Hidden Markov Model we have $\theta \in D$. We will refer to $D^{*}$ and $D$ as compact domains.

Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q(\theta), Q^{*}>0$ and $b^{i}(y, \theta), b^{* i}(y)>0$ for all $i, y$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{6.22}
\end{equation*}
$$

Assume that for all $i, j \in \mathcal{X}, \theta \in D$ and $q \geq 1$

$$
\begin{equation*}
\int\left|\log b^{j}(y, \theta)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{6.23}
\end{equation*}
$$

To estimate the unknown parameter we use the maximum-likelihood (ML) method. Let the log-likelihood function be

$$
L_{N}=\sum_{n=1}^{N} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta\right)
$$

We shall refer to this as the cost function associated with the ML estimation of the parameter. The right hand side depends on $\theta^{*}$ through the sequence $\left(Y_{n}\right)$. To stress the dependence of $L_{N}$ on $\theta$ and $\theta^{*}$ we shall write $L_{N}=$ $L_{N}\left(\theta, \theta^{*}\right)$. The ML estimation $\widehat{\theta}_{N}$ of $\theta^{*}$ is defined as the solution of the equation

$$
\begin{equation*}
\frac{\partial}{\partial \theta} L_{N}\left(\theta, \theta^{*}\right)=L_{\theta N}\left(\theta, \theta^{*}\right)=0 \tag{6.24}
\end{equation*}
$$

More exactly $\widehat{\theta}_{N}$ is a random vector such that $\widehat{\theta}_{N} \in D$ for all $\omega$ and if the equation (6.24) has a unique solution in $D$, then $\widehat{\theta}_{N}$ is equal to this solution. By the measurable selection theorem such a random variable does exist.

Let us introduce the asymptotic cost function

$$
\begin{equation*}
W\left(\theta, \theta^{*}\right)=\lim _{n \rightarrow \infty} E_{\theta^{*}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta\right) \tag{6.25}
\end{equation*}
$$

In Lemma 4.1.3 we have proved that this limit exists for all $\theta \in D$. Assume that the function $W\left(\theta, \theta^{*}\right)$ is smooth in the interior of $D$, i.e. the third derivative exists. Under the conditions of Theorem 6.2.3 and 6.2.4 we have

$$
\begin{equation*}
W_{\theta}\left(\theta, \theta^{*}\right)=\lim _{n \rightarrow \infty} E_{\theta^{*}} \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta\right) \tag{6.26}
\end{equation*}
$$

and for the Fisher-information matrix we have

$$
\begin{gathered}
I^{*}=W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)= \\
\lim _{n \rightarrow \infty} E_{\theta^{*}}\left(\left(\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta^{*}\right)\right)^{T}\left(\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta^{*}\right)\right)\right) .
\end{gathered}
$$

Remark 6.3.1 Note that $W_{\theta}\left(\theta^{*}, \theta^{*}\right)=0$.
Consider the following identifiability condition:
Condition 6.3.2 The equation

$$
W_{\theta}\left(\theta, \theta^{*}\right)=0
$$

has exactly one solution in $D$, namely $\theta^{*}$.
We are going to prove a characterization theorem for the error term of the off-line ML estimation following the arguments of [24].

Theorem 6.3.3 Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q, Q^{*}>0$ and $b^{i}(y), b^{* i}(y)>0$ for all $i, y$. Assume that conditions of Theorem 4.1.1, 6.2.1, 6.2.4, 6.2.5 are satisfied. Let $\hat{\theta}_{N}$ be the ML estimate of $\theta^{*}$. Furthermore assume that the identifiability condition 6.3.2 is satisfied. Then

$$
\begin{equation*}
\hat{\theta}_{N}-\theta^{*}=-\left(I^{*}\right)^{-1} \frac{1}{N} \sum_{n=1}^{N} \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta^{*}\right)+O_{M}\left(N^{-1}\right) \tag{6.27}
\end{equation*}
$$

where $I^{*}$ is the Fisher-information matrix.
For the proof we need several lemmas.
Lemma 6.3.4 The process

$$
u_{n}\left(\theta, \theta^{*}\right)=\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

is uniformly L-mixing in $\left(\theta, \theta^{*}\right)$.
Proof. For a fix $\theta$ the process $u_{n}\left(\theta, \theta^{*}\right)$ is $L$-mixing due to Theorem 6.2.1 and Theorem 6.2.3. Considering that in Proposition 2.1.3 in the right hand side of (2.4) $C$ depends on the parameter $\theta$ continuously and by the smoothness conditions on $Q(\theta)$ and $b^{i}(\theta)$ we have that in the proof of the $L$ mixing property in Theorem 3.5.4 the left hand side of (3.47) is a continuous function of $\theta$. Since $D$ is a compact domain this implies the uniform $L$-mixing property.

Similarly to Lemma 6.3.4 Theorem 6.2.4 and 6.2.5 imply the following lemmas.

Lemma 6.3.5 The process

$$
u_{\theta n}\left(\theta, \theta^{*}\right)=\frac{\partial^{2}}{\partial \theta^{2}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

is uniformly L-mixing in $\left(\theta, \theta^{*}\right)$.

Lemma 6.3.6 The process

$$
u_{\theta n}\left(\theta, \theta^{*}\right)=\frac{\partial^{3}}{\partial \theta^{3}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial^{3}}{\partial \theta^{3}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

is uniformly L-mixing in $\left(\theta, \theta^{*}\right)$.
Lemma 6.3.7 Assume $W_{\theta}\left(\theta, \theta^{*}\right)=0$ has a single solution $\theta=\theta^{*}$ in $D$ (that is, assume the identifiability condition 6.3.2). Then for any $d>0$ the equation (6.24) has a unique solution in $D$ such that it is also in the sphere $\left\{\theta:\left|\theta-\theta^{*}\right|<d\right\}$ with probability at least $1-O\left(N^{-s}\right)$ for any $s>0$ where the constant in the error term $O\left(N^{-s}\right)=C N^{-s}$ depends only on $d$ and $s$.

Proof. We show first that the probability to have a solution outside the sphere $\left\{\theta:\left|\theta-\theta^{*}\right|<d\right\}$ is less than $O\left(N^{-s}\right)$ with any $s>0$. Indeed, the equation $W_{\theta}\left(\theta, \theta^{*}\right)=0$ has a single solution $\theta=\theta^{*}$ in $D$, thus for any $d>0$ we have

$$
d^{\prime}=\inf \left\{\left|W_{\theta}\left(\theta, \theta^{*}\right)\right|: \theta \in D, \theta^{*} \in D^{*},\left|\theta-\theta^{*}\right| \geq d\right\}>0
$$

since $W_{\theta}\left(\theta, \theta^{*}\right)$ is continuous in $\left(\theta, \theta^{*}\right)$ and $D \times D^{*}$ is compact. Therefore if a solution of (6.24) exists outside the sphere $\left\{\theta:\left|\theta-\theta^{*}\right|<d\right\}$ then we have for

$$
\delta L_{\theta N}=\sup _{\theta \in D, \theta^{*} \in D^{*}}\left|\frac{1}{N} L_{\theta N}\left(\theta, \theta^{*}\right)-W_{\theta}\left(\theta, \theta^{*}\right)\right|
$$

the inequality $\delta L_{\theta N}>d^{\prime}$. Due to Lemma 6.3.4 and 6.3.5 the process

$$
u_{n}\left(\theta, \theta^{*}\right)=\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

and the process

$$
u_{\theta n}\left(\theta, \theta^{*}\right)=\frac{\partial^{2}}{\partial \theta^{2}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

are $L$-mixing processes uniformly in $\left(\theta, \theta^{*}\right)$.
Since $E u_{n}\left(\theta, \theta^{*}\right)=0$ Theorem 2.3.9 is applicable, i.e.
$\sup _{\theta \in D, \theta^{*} \in D^{*}}\left|\frac{1}{N} L_{\theta N}\left(\theta, \theta^{*}\right)-\frac{1}{N} \sum_{n=1}^{N} E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)\right|=O_{M}\left(N^{-1 / 2}\right)$.

Observe that

$$
\begin{equation*}
\delta_{n}=E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-W_{\theta}\left(\theta, \theta^{*}\right)=O\left(\alpha^{n}\right) \tag{6.28}
\end{equation*}
$$

with some $0<\alpha<1$. Indeed if the initial value of the predictive filter process is from a stationary distribution then $\delta_{n}=0$. On the other hand the effects of nonstationary initial values decay exponentially, see Theorem 6.2.3 and Lemma 3.4.6. Thus we have

$$
\delta L_{\theta N}=O_{M}\left(N^{-1 / 2}\right),
$$

therefore

$$
P\left(\delta L_{\theta N}>d^{\prime}\right)=O\left(N^{-s}\right)
$$

with any $s$ by Markov's inequality.
Let us now consider the random variable

$$
\delta L_{\theta \theta N}=\sup _{\theta \in D, \theta^{*} \in D_{0}}\left\|\frac{1}{N} L_{\theta \theta N}\left(\theta, \theta^{*}\right)-W_{\theta \theta}\left(\theta, \theta^{*}\right)\right\| .
$$

By the same argument as above we have

$$
\begin{equation*}
\delta L_{\theta \theta N}=O_{M}\left(N^{-1 / 2}\right), \tag{6.29}
\end{equation*}
$$

therefore

$$
P\left(\delta L_{\theta \theta N}>d^{\prime \prime}\right)=O\left(N^{-s}\right)
$$

for any $d^{\prime \prime}>0$ and hence for the event

$$
\begin{equation*}
A_{N}=\left\{\omega: \delta L_{\theta N}<d^{\prime}, \delta L_{\theta \theta N}<d^{\prime \prime}\right\} \tag{6.30}
\end{equation*}
$$

we have for $N$ big enough

$$
\begin{equation*}
P\left(A_{N}\right)>1-O\left(N^{-s}\right) \tag{6.31}
\end{equation*}
$$

with any $s>0$. But on $A_{N}$ the equation (6.24) has a unique solution whenever $d^{\prime}$ and $d^{\prime \prime}$ are sufficiently small. Indeed by Condition 6.3.2 the equation $W_{\theta}\left(\theta, \theta^{*}\right)=0$ has a unique solution in $D$ and hence the existence of a unique solution of (6.24) can easily be derived from the following version of the implicit function theorem.

Lemma 6.3.8 Let $W_{\theta}(\theta), \delta W_{\theta}(\theta), \theta \in D \subset \mathbb{R}^{p}$ be $\mathbb{R}^{p}$-valued continuously differentiable functions, let for some $\theta^{*} \in D_{0} \subset D, W_{\theta}\left(\theta^{*}\right)=0$, and let $W_{\theta \theta}\left(\theta^{*}\right)$ be non-singular. Then for any $d>0$ there exists positive numbers $d^{\prime}, d^{\prime \prime}$ such that

$$
\left|\delta W_{\theta}(\theta)\right|<d^{\prime} \quad \text { and } \quad\left\|\delta W_{\theta \theta}(\theta)\right\|<d^{\prime \prime}
$$

for all $\theta \in D_{0}$ implies that the equation $W_{\theta}(\theta)+\delta W_{\theta}(\theta)=0$ has exactly one solution in a neighborhood of radius $d$ of $\theta^{*}$.

Lemma 6.3.9 We have

$$
\hat{\theta}_{N}-\theta^{*}=O_{M}\left(N^{-1 / 2}\right)
$$

Proof. Consider the Taylor-series expansion of $L_{\theta N}\left(\theta, \theta^{*}\right)$ around $\theta=\theta^{*}$ and evaluate the value of the function at $\theta=\hat{\theta}_{N}$. Then we have

$$
\begin{equation*}
L_{\theta N}\left(\hat{\theta}_{N}, \theta^{*}\right)=L_{\theta N}\left(\theta^{*}, \theta^{*}\right)+\left(\hat{\theta}_{N}-\theta^{*}\right) \int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda=0 \tag{6.32}
\end{equation*}
$$

First we prove that

$$
\begin{equation*}
L_{\theta N}\left(\theta^{*}, \theta^{*}\right)=O_{M}\left(N^{1 / 2}\right) \tag{6.33}
\end{equation*}
$$

Note that $\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)$ is a martingal difference process. Indeed,

$$
\begin{array}{r}
\int_{\mathcal{Y}}\left(\frac{\partial}{\partial \theta} \log p\left(y \mid y_{n-1}, \ldots, y_{0}, \theta^{*}\right)\right) p\left(y \mid y_{n-1}, \ldots y_{0}, \theta^{*}\right) d y= \\
\int_{\mathcal{Y}} \frac{\partial}{\partial \theta} p\left(y \mid y_{n-1}, \ldots y_{0}, \theta^{*}\right) d y=\frac{\partial}{\partial \theta} \int_{\mathcal{Y}} p\left(y \mid y_{n-1}, \ldots y_{0}, \theta^{*}\right) d y=0 . \tag{6.34}
\end{array}
$$

Here we have used that $p\left(y \mid y_{n-1}, \ldots y_{0}, \theta\right)$ is a density function and $D$ is a compact domain, thus the uniform integrability condition for the class $p\left(y \mid y_{n-1}, \ldots y_{0}, \theta\right)$ is satisfied.

For (6.33) we use the Burkholder's inequality for martingales, see Theorem 2.10 in [29]:

$$
\begin{gathered}
E^{1 / q}\left|\frac{1}{\sqrt{N}} \sum_{n=1}^{N} \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right|^{q} \leq \\
C E^{1 / q}\left(\frac{1}{\sqrt{N}} \sum_{n=1}^{N}\left(\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right)^{2}\right)^{q / 2}
\end{gathered}
$$

Taking the square of both sides and using the triangle inequality for the $L_{q / 2}$ norm of the right hand side we get

$$
\begin{aligned}
& E^{2 / q}\left|\frac{1}{\sqrt{N}} \sum_{n=1}^{N} \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right|^{q} \leq \\
& C^{2} \frac{1}{N} \sum_{n=1}^{N} E^{2 / q}\left|\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right|^{q} .
\end{aligned}
$$

$M$-boundedness of the process $\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)$ follows from Theorem 6.2.1, thus we get (6.33).

Let us now investigate the integral. Since the function $W$ is smooth we have for $0 \leq \lambda \leq 1$ on the set $A_{N}$ (defined in (6.30))

$$
\begin{equation*}
\left\|W_{\theta \theta}\left(\theta^{*}+\lambda\left(\hat{\theta}_{N}-\theta^{*}\right), \theta^{*}\right)-W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)\right\|<C\left|\hat{\theta}_{N}-\theta^{*}\right|<C d \tag{6.35}
\end{equation*}
$$

Hence if $d$ is sufficiently small then the positive definiteness of $W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)$ implies that

$$
\int_{0}^{1} W_{\theta \theta}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda>c I
$$

with some positive $c$. Since on $A_{N}$

$$
\left\|\frac{1}{N} \int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda-\int_{0}^{1} W_{\theta \theta}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda\right\|<d^{\prime \prime}
$$

it follows that if $d^{\prime \prime}$ is sufficiently small then denoting the minimal eigenvalue of a matrix by $\lambda_{\min }$ we have

$$
\lambda_{\min }\left(\int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda\right)>c>0
$$

i.e.

$$
\begin{equation*}
\left\|\left(\int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda\right)^{-1}\right\|<C N^{-1} \tag{6.36}
\end{equation*}
$$

on $A_{N}$ with a nonrandom constant $C$.
Considering equation (6.32) and that the first term is $O_{M}\left(N^{1 / 2}\right)$ (see (6.33)) we have that

$$
\begin{equation*}
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=O_{M}\left(N^{-1 / 2}\right) \tag{6.37}
\end{equation*}
$$

Using (6.31) and the fact that $\left|\hat{\theta}_{N}-\theta^{*}\right|$ is bounded we have

$$
\begin{equation*}
\chi_{A_{N}^{c}}\left(\hat{\theta}_{N}-\theta^{*}\right)=O_{M}\left(N^{-s}\right) \tag{6.38}
\end{equation*}
$$

with any $s>0$.
Combining (6.37) and (6.38) we get the lemma.
Proof. (Theorem 6.3.3) According to Lemma 6.3.9 the inequality (6.35) can be improved by $O_{M}\left(N^{-1 / 2}\right)$. Thus we get after integration with respect to $\lambda$ that

$$
\left\|\int_{0}^{1} W_{\theta \theta}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda-W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)\right\|=O_{M}\left(N^{-1 / 2}\right)
$$

On the other hand from (6.29) we have

$$
\begin{gathered}
\left\|\frac{1}{N} \int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda-\int_{0}^{1} W_{\theta \theta}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda\right\|= \\
O_{M}\left(N^{-1 / 2}\right)
\end{gathered}
$$

Hence we finally get

$$
\left\|\frac{1}{N} \int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda-W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)\right\|=O_{M}\left(N^{-1 / 2}\right)
$$

Considering that on $A_{N}(6.36)$ is satisfied and the fact that $W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)>$ 0 we have

$$
\begin{equation*}
\left\|\left(\int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda\right)^{-1}-\frac{1}{N} W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right)\right\|=O_{M}\left(N^{-3 / 2}\right) \tag{6.39}
\end{equation*}
$$

Consider (6.32) on the set $A_{N}$. We have

$$
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=-\chi_{A_{N}}\left(\int_{0}^{1} L_{\theta \theta N}\left((1-\lambda) \theta^{*}+\lambda \hat{\theta}_{N}, \theta^{*}\right) d \lambda\right)^{-1} L_{\theta N}\left(\theta^{*}, \theta^{*}\right)
$$

Taking into account estimation (6.39) we get that

$$
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=-\chi_{A_{N}}\left(\frac{1}{N} W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right)+O_{M}\left(N^{-3 / 2}\right)\right) L_{\theta N}\left(\theta^{*}, \theta^{*}\right)
$$

and (6.33) implies that

$$
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=-\chi_{A_{N}} \frac{1}{N} W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) L_{\theta N}\left(\theta^{*}, \theta^{*}\right)+O_{M}\left(N^{-1}\right)
$$

Considering (6.31) and (6.33) we have

$$
\left(1-\chi_{A_{N}}\right) \frac{1}{N} W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) L_{\theta N}\left(\theta^{*}, \theta^{*}\right)=O_{M}\left(N^{-1 / 2}\right)
$$

which implies that

$$
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) \frac{1}{N} L_{\theta N}\left(\theta^{*}, \theta^{*}\right)+O_{M}\left(N^{-1}\right)
$$

Combining this with (6.38) and using the definition of $W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right)$ and $L_{\theta N}\left(\theta^{*}, \theta^{*}\right)$ we get the proof of Theorem 6.3.3.

A key point here is that the error term is $O_{M}\left(N^{-1}\right)$. This ensures that all basic limit theorems, that are known for the dominant term, which is a martingale, are also valid for $\hat{\theta}_{N}-\theta^{*}$.

Let us consider now the case when the read-out space is finite. For this consider Theorems $6.2 .1,6.2 .4,6.2 .5$ when $\mathcal{Y}$ is finite. We restate these theorems in this special case as a corollary.

Corollary 6.3.10 Consider the Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where $\mathcal{X}$ and $\mathcal{Y}$ are finite. Let $Q(\theta), Q^{*}>0$ and $b^{i}(y, \theta), b^{* i}(y)>0$ for all i, $y$. Assume that $Q$ and $b$ are smooth in $\theta$, i.e. the third derivatives exist. Then

$$
\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}, \theta\right), \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}, \theta\right)
$$

and

$$
\frac{\partial^{3}}{\partial \theta^{3}} \log p\left(y_{n} \mid p_{n-1}, \ldots p_{0}, \theta\right)
$$

are L-mixing processes and the limits

$$
\lim _{n \rightarrow \infty} E \frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right), \lim _{n \rightarrow \infty} E \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right)
$$

and

$$
\lim _{n \rightarrow \infty} E \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(y_{n} \mid y_{n-1}, \ldots y_{0}, \theta\right)
$$

exist.
Using Corollary 6.3.10 we conclude this section with a version of Theorem 6.3 .3 when the state-space and the read-out space are finite.

Theorem 6.3.11 Consider the Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where $\mathcal{X}$ and $\mathcal{Y}$ are finite. Let $Q(\theta), Q^{*}>0$ and $b^{i}(y, \theta), b^{* i}(y)>0$ for all $i, y$. Assume that $Q$ and $b$ are smooth in $\theta$, i.e. the third derivatives exist. Let $\hat{\theta}_{N}$ be the ML estimate of $\theta^{*}$. Assume that the identifiability condition 6.3.2 is satisfied. Then

$$
\begin{equation*}
\hat{\theta}_{N}-\theta^{*}=-\left(I^{*}\right)^{-1} \frac{1}{N} \sum_{n=1}^{N} \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta^{*}\right)+O_{M}\left(N^{-1}\right), \tag{6.40}
\end{equation*}
$$

where $I^{*}$ is the Fisher-information matrix.

## Chapter 7

## Estimation with forgetting

Let $G \subset \mathbb{R}^{r}$ be an open set, $D \subset G$ be a compact set, and $D^{*} \subset \operatorname{int} D$ be another compact set, where $\operatorname{int} D$ denotes the interior of $D$. Assume that for the true value of the parameter we have $\theta^{*} \in D^{*}$. Furthermore, assume that for an estimation of the parameter of the Hidden Markov Model we have $\theta \in D$.

Consider a Hidden Markov Model $\left(X_{n}, Y_{n}\right)$, where the state space $\mathcal{X}$ is finite and the observation space $\mathcal{Y}$ is a measurable subset of $\mathbb{R}^{d}$. Let $Q(\theta), Q^{*}>0$ and $b^{i}(y, \theta), b^{* i}(y)>0$ for all $i, y$. Let the initialization of the process $\left(X_{n}, Y_{n}\right)$ be random, where the Radon-Nikodym derivative of the initial distribution $\pi_{0}$ w.r.t the stationary distribution $\pi$ is bounded, i.e.

$$
\begin{equation*}
\frac{d \pi_{0}}{d \pi} \leq K \tag{7.1}
\end{equation*}
$$

Assume that for all $i, j \in \mathcal{X}, \theta \in D$ and $q \geq 1$

$$
\begin{equation*}
\int\left|\log b^{j}(y, \theta)\right|^{q} b^{* i}(y) \lambda(d y)<\infty \tag{7.2}
\end{equation*}
$$

If the dynamics changes slowly in time, then we should adapt to the actual system. But then the estimation procedure must be modified: instead of cumulating past data we must gradually forget them. Forgetting past data is technically realized by using exponential forgetting in the off-line case.

To estimate the unknown parameter we use the modified maximum-
likelihood method: let $\widehat{\theta}_{N}(\lambda)$ be the estimator of $\theta^{*}$ obtained by minimizing

$$
\begin{equation*}
\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0} ; \theta\right) \tag{7.3}
\end{equation*}
$$

with $0<\lambda<1$. Here $\lambda$ is the so-called forgetting factor: small value of $\lambda$ means slow forgetting.

Let

$$
L_{N}^{\lambda}\left(\theta, \theta^{*}\right)=\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta\right)
$$

We shall refer to this as the cost function associated with the modified ML estimation of the parameter. The right hand side depends on $\theta^{*}$ through the sequence $\left(Y_{n}\right)$.

It is easy to see that the cost function can be computed recursively as follows:

$$
L_{N}^{\lambda}\left(\theta, \theta^{*}\right)=(1-\lambda) L_{N-1}^{\lambda}\left(\theta, \theta^{*}\right)+\lambda \log p\left(Y_{N} \mid Y_{N-1}, \ldots, Y_{0}, \theta\right)
$$

i.e. the correction term corresponding to the latest observation enters the cost function always with the same fixed weight. This representation of the cost function justifies the terminology "fixed gain estimation".

The modified ML estimation $\widehat{\theta}_{N}(\lambda)$ of $\theta^{*}$ is defined as the solution of the equation

$$
\begin{equation*}
\frac{\partial}{\partial \theta} L_{N}^{\lambda}\left(\theta, \theta^{*}\right)=L_{\theta N}^{\lambda}\left(\theta, \theta^{*}\right)=0 \tag{7.4}
\end{equation*}
$$

More exactly $\widehat{\theta}_{N}(\lambda)$ is a random vector such that $\widehat{\theta}_{N}(\lambda) \in D$ for all $\omega$ and if the equation (7.4) has a unique solution in $D$, then $\widehat{\theta}_{N}(\lambda)$ is equal to this solution. By the measurable selection theorem such a random variable does exist.

Consider the following notations introduced in Chapter 6: let the asymptotic cost function be

$$
\begin{equation*}
W\left(\theta, \theta^{*}\right)=\lim _{n \rightarrow \infty} E_{\theta^{*}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta\right) \tag{7.5}
\end{equation*}
$$

Assume that the function $W\left(\theta, \theta^{*}\right)$ is smooth in the interior of $D$. We have

$$
W_{\theta}\left(\theta^{*}, \theta^{*}\right)=\lim _{n \rightarrow \infty} E_{\theta^{*}} \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta^{*}\right)=0
$$

and for the Fisher-information matrix we have

$$
\begin{gathered}
I^{*}=W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)= \\
\lim _{n \rightarrow \infty} E_{\theta^{*}}\left(\left(\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta^{*}\right)\right)^{T}\left(\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta^{*}\right)\right)\right)
\end{gathered}
$$

Combining Theorem 4.1.1 and the results of Section 6.2 with the techniques of [25] we have a version of Theorem 6.3.3:

Theorem 7.0.12 Under the conditions of Theorem 6.3.3 we have

$$
\hat{\theta}_{N}(\lambda)-\theta^{*}=-I\left(\theta^{*}\right)^{-1} \sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)+r_{N}
$$

where $0<\alpha<1, r_{N}=O_{M}(\lambda)+O_{M}\left(\alpha^{N}\right)$, and $I\left(\theta^{*}\right)$ is the Fischerinformation matrix.

Theorem 7.0.12 implies that for the covariance matrix we have

$$
\begin{equation*}
E\left(\widehat{\theta}_{n-1}-\theta^{*}\right)\left(\widehat{\theta}_{n-1}-\theta^{*}\right)^{T}=\frac{\lambda}{2} I\left(\theta^{*}\right)^{-1}+O\left(\lambda^{3 / 2}\right)+o(1) \tag{7.6}
\end{equation*}
$$

Lemma 7.0.13 Assume $W_{\theta}\left(\theta, \theta^{*}\right)=0$ has a single solution $\theta=\theta^{*}$ in $D$ (that is, assume the identifiability condition 6.3.2). Then for any $d>0$ and $s>0$ the equation (7.4) has a unique solution in $D$ for $N>c / \lambda$, where $c$ is a deterministic constant, such that it is also in the sphere $\left\{\theta:\left|\theta-\theta^{*}\right|<d\right\}$ with probability at least $1-c^{\prime} \lambda^{s}$. Here the constants depend only on $d$ and $s$.

Proof. We show first that the probability to have a solution outside the sphere $\left\{\theta:\left|\theta-\theta^{*}\right|<d\right\}$ is less than $c^{\prime} \lambda^{s}$ with any $s>0$ for $N>c / \lambda$. Indeed, the equation $W_{\theta}\left(\theta, \theta^{*}\right)=0$ has a single solution $\theta=\theta^{*}$ in $D$, thus for any $d>0$ we have

$$
d^{\prime}=\inf \left\{\left|W_{\theta}\left(\theta, \theta^{*}\right)\right|: \theta \in D, \theta^{*} \in D^{*},\left|\theta-\theta^{*}\right| \geq d\right\}>0
$$

since $W_{\theta}\left(\theta, \theta^{*}\right)$ is continuous in $\left(\theta, \theta^{*}\right)$ and $D \times D^{*}$ is compact. Therefore if a solution of (7.4) exists outside the sphere $\left\{\theta:\left|\theta-\theta^{*}\right|<d\right\}$ then we have for

$$
\delta L_{\theta N}^{\lambda}=\sup _{\theta \in D, \theta^{*} \in D^{*}}\left|L_{\theta N}^{\lambda}\left(\theta, \theta^{*}\right)-W_{\theta}\left(\theta, \theta^{*}\right)\right|
$$

the inequality $\delta L_{\theta N}^{\lambda}>d^{\prime}$.
Due to Lemma 6.3.4 and 6.3.5 the process

$$
u_{n}\left(\theta, \theta^{*}\right)=\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

and the process

$$
u_{\theta n}\left(\theta, \theta^{*}\right)=\frac{\partial^{2}}{\partial \theta^{2}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-E \frac{\partial^{2}}{\partial \theta^{2}} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)
$$

are $L$-mixing processes uniformly in $\left(\theta, \theta^{*}\right)$.
Since $E u_{n}\left(\theta, \theta^{*}\right)=0$ Theorem 2.3.11 is applicable, i.e.

$$
\begin{gather*}
\sup _{\theta \in D, \theta^{*} \in D^{*}}\left|L_{\theta N}^{\lambda}\left(\theta, \theta^{*}\right)-\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)\right|= \\
O_{M}\left(\lambda^{1 / 2}\right) \tag{7.7}
\end{gather*}
$$

Define the error term $\delta_{n}$ as in (6.28). We have that $\delta_{n}=O\left(\alpha^{n}\right)$, and the error process $\delta_{n}$ through an exponentially smoothing filter results the output process order of magnitude $O\left((1-\lambda)^{N}\right)$ for small $\lambda$ at time $N$, i.e. for small $\lambda(1-\lambda>\alpha)$

$$
\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \delta_{n}=O\left((1-\lambda)^{N}\right)
$$

Using the fact that

$$
\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda=1-(1-\lambda)^{N+1}
$$

we have

$$
\left|\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda E \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)-W_{\theta}\left(\theta, \theta^{*}\right)\right|=
$$

$$
\begin{equation*}
\left|\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \delta_{n}+(1-\lambda)^{N+1} W_{\theta}\left(\theta, \theta^{*}\right)\right|=O\left((1-\lambda)^{N}\right) \tag{7.8}
\end{equation*}
$$

Combining (7.7) and (7.8) we have

$$
\delta L_{\theta N}^{\lambda}=O_{M}\left(\lambda^{1 / 2}\right)+O\left((1-\lambda)^{N}\right) .
$$

Here the second term on the right hand side is deterministic. Therefore, with some $c>0$ that for $N>c / \lambda$ we have that $O\left((1-\lambda)^{N}\right)<d^{\prime} / 2$ and hence $P\left(\delta L_{\theta N}^{\lambda}>d^{\prime}\right) \leq P\left(O_{M}\left(\lambda^{1 / 2}\right)>d^{\prime} / 2\right)=O\left(\lambda^{s}\right)$ with any $s$ by Markov's inequality, thus the proposition at the beginning of the proof follows.

Let us now consider the random variable

$$
\delta L_{\theta \theta N}^{\lambda}=\sup _{\theta \in D, \theta^{*} \in D_{0}}\left\|L_{\theta \theta N}^{\lambda}\left(\theta, \theta^{*}\right)-W_{\theta \theta}\left(\theta, \theta^{*}\right)\right\| .
$$

By the same argument as above we have

$$
\begin{equation*}
\delta L_{\theta \theta N}^{\lambda}=O_{M}\left(\lambda^{1 / 2}\right)+O\left((1-\lambda)^{N}\right) \tag{7.9}
\end{equation*}
$$

and

$$
P\left(\delta L_{\theta \theta N}^{\lambda}>d^{\prime \prime}\right)=O\left(\lambda^{s}\right)
$$

for any $d^{\prime \prime}>0$ and $N>c / \lambda$. Hence for the event

$$
\begin{equation*}
A_{N}^{\lambda}=\left\{\omega: \delta L_{\theta N}^{\lambda}<d^{\prime}, \delta L_{\theta \theta N}^{\lambda}<d^{\prime \prime}\right\} \tag{7.10}
\end{equation*}
$$

we have with any $s>0$ and $N>c / \lambda$

$$
\begin{equation*}
P\left(A_{N}^{\lambda}\right)>1-O\left(\lambda^{s}\right) . \tag{7.11}
\end{equation*}
$$

But on $A_{N}^{\lambda}$ the equation (7.4) has a unique solution whenever $d^{\prime}$ and $d^{\prime \prime}$ are sufficiently small. Indeed by Condition 6.3.2 the equation $W_{\theta}\left(\theta, \theta^{*}\right)=0$ has a unique solution in $D$ and hence the existence of a unique solution of (7.4) can easily be derived from the implicit function theorem, see Lemma 6.3.8.

Lemma 7.0.14 We have

$$
\hat{\theta}_{N}(\lambda)-\theta^{*}=O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right) .
$$

Proof. Consider the Taylor-series expansion of $L_{\theta N}^{\lambda}\left(\theta, \theta^{*}\right)$ around $\theta=\theta^{*}$ and evaluate the value of the function at $\theta=\hat{\theta}_{N}(\lambda)$. To simplify the notations we drop the dependence on $\lambda$, i.e. $\hat{\theta}_{N}=\hat{\theta}_{N}(\lambda)$. Then we have

$$
\begin{equation*}
L_{\theta N}^{\lambda}\left(\hat{\theta}_{N}, \theta^{*}\right)=L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)+\left(\hat{\theta}_{N}-\theta^{*}\right) \int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu=0 \tag{7.12}
\end{equation*}
$$

First we prove that

$$
\begin{equation*}
L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)=O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right) . \tag{7.13}
\end{equation*}
$$

The process $(1-\lambda)^{N-n} \lambda \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta\right)$ is a martingale difference process, see (6.34).

For (7.13) we use the Burkholder's inequality for martingales, see Theorem 2.10 in [29]:

$$
\begin{gathered}
E^{1 / q}\left|\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right|^{q} \leq \\
C E^{1 / q}\left(\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda\left(\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right)^{2}\right)^{q / 2}
\end{gathered}
$$

Taking the square of both sides and using the triangle inequality for the $L_{q / 2}$ norm of the right hand side we get

$$
\begin{gathered}
E^{2 / q}\left|\sum_{n=1}^{N}(1-\lambda)^{N-n} \lambda \frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right|^{q} \leq \\
C^{2} \sum_{n=1}^{N}(1-\lambda)^{2(N-n)} \lambda^{2} E^{2 / q}\left|\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)\right|^{q}= \\
O(\lambda)+O\left((1-\lambda)^{2 N}\right) .
\end{gathered}
$$

Here we have used the $M$-boundedness of the process
$\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots Y_{0}, \theta^{*}\right)$ which follows from Theorem 6.2.1. Thus we get (7.13).

Let us now investigate the integral in (7.12). Since the function $W$ is smooth we have for $0 \leq \mu \leq 1$ on the set $A_{N}^{\lambda}$ (defined in (7.10))

$$
\begin{equation*}
\left\|W_{\theta \theta}\left(\theta^{*}+\mu\left(\hat{\theta}_{N}-\theta^{*}\right), \theta^{*}\right)-W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)\right\|<C\left|\hat{\theta}_{N}-\theta^{*}\right|<C d \tag{7.14}
\end{equation*}
$$

Hence if $d$ is sufficiently small then the positive definiteness of $W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)$ implies that

$$
\int_{0}^{1} W_{\theta \theta}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu>c I
$$

with some positive $c$. Since on $A_{N}^{\lambda}$

$$
\left\|\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu-\int_{0}^{1} W_{\theta \theta}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu\right\|<d^{\prime \prime}
$$

it follows that if $d^{\prime \prime}$ is sufficiently small then denoting the minimal eigenvalue of a matrix by $\lambda_{\text {min }}$ we have

$$
\lambda_{\min }\left(\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu\right)>c>0
$$

i.e.

$$
\begin{equation*}
\left\|\left(\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu\right)^{-1}\right\|<C \tag{7.15}
\end{equation*}
$$

on $A_{N}^{\lambda}$ with a nonrandom constant $C$.
Considering equation (7.12) and that the first term is $O_{M}\left(\lambda^{1 / 2}\right)+O_{M}((1-$ $\left.\lambda)^{N}\right)($ see $(7.13))$ we have that

$$
\begin{equation*}
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right) \tag{7.16}
\end{equation*}
$$

Using (7.11) and the fact that $\left|\hat{\theta}_{N}-\theta^{*}\right|$ is bounded we have

$$
\begin{equation*}
\chi_{A_{N}^{c}}\left(\hat{\theta}_{N}-\theta^{*}\right)=O\left(\lambda^{s}\right) \tag{7.17}
\end{equation*}
$$

Combining (7.16) and (7.17) we get the lemma.
Proof. (Theorem 7.0.12) According to Lemma 7.0.14 the inequality (7.14) can be improved by $O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right)$. Thus we get after integration with respect to $\mu$ that

$$
\left\|\int_{0}^{1} W_{\theta \theta}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu-W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)\right\|=O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right)
$$

On the other hand from (7.9) we have

$$
\begin{gathered}
\left\|\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu-\int_{0}^{1} W_{\theta \theta}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu\right\|= \\
O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right)
\end{gathered}
$$

Hence we finally get
$\left\|\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu-W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)\right\|=O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right)$
Considering that on $A_{N}^{\lambda}(7.15)$ is satisfied and the fact that $W_{\theta \theta}\left(\theta^{*}, \theta^{*}\right)>$ 0 we have

$$
\begin{gather*}
\left\|\left(\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu\right)^{-1}-W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right)\right\|= \\
O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right) \tag{7.18}
\end{gather*}
$$

Consider (7.12) on the set $A_{N}^{\lambda}$. We have

$$
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=-\chi_{A_{N}}\left(\int_{0}^{1} L_{\theta \theta N}^{\lambda}\left((1-\mu) \theta^{*}+\mu \hat{\theta}_{N}, \theta^{*}\right) d \mu\right)^{-1} L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)
$$

Taking into account estimation (7.18) we have that $\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=-\chi_{A_{N}}\left(W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right)+O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right)\right) L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)$.

Using the inequality $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$ (7.13) implies that

$$
\begin{gathered}
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)= \\
-\chi_{A_{N}} W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)+O_{M}(\lambda)+O\left((1-\lambda)^{N}\right) O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{2 N}\right)= \\
-\chi_{A_{N}} W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)+O_{M}(\lambda)+O_{M}\left((1-\lambda)^{2 N}\right)
\end{gathered}
$$

Considering (7.11) and (7.13) we have

$$
\left(1-\chi_{A_{N}}\right) W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)=O_{M}\left(\lambda^{1 / 2}\right)+O_{M}\left((1-\lambda)^{N}\right),
$$

which implies that

$$
\chi_{A_{N}}\left(\hat{\theta}_{N}-\theta^{*}\right)=W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right) L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)+O_{M}(\lambda)+O_{M}\left((1-\lambda)^{2 N}\right)
$$

Combining this with (7.17) and using the definition of $W_{\theta \theta}^{-1}\left(\theta^{*}, \theta^{*}\right)$ and $L_{\theta N}^{\lambda}\left(\theta^{*}, \theta^{*}\right)$ we complete the proof of Theorem 7.0.12.

## Chapter 8

## Change detection of HMM-s

We consider change-detection problems for Hidden Markov Models following [3]. For this we first note that the negative of the log-likelihood can be interpreted as a codelength, modulo a constant, which is obtained when encoding the data sequence $\left(y_{N}, \ldots, y_{1}\right)$ with a prescribed accuracy, using the assumed joint density $p\left(y_{N}, \ldots, y_{0} ; \theta\right)$. This interpretation of the likelihood is a central idea of the theory of stochastic complexity. Thus we interpret

$$
C_{n}\left(y_{n} ; \theta\right) \triangleq-\log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0} ; \theta\right)
$$

as a codelength. A key result in the theory of the stochastic complexity can be extended for the present case (see [26]).

Let the score function be

$$
\varphi_{n}(\theta)=\frac{\partial}{\partial \theta} \log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta\right)
$$

We also use lower cases for the random variable $\frac{\partial}{\partial \theta} \log p\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{0}, \theta\right)$. In the following let

$$
r=\operatorname{dim} \theta \text {. }
$$

Theorem 8.0.15 Under the conditions of Theorem 6.3.3 we have

$$
\mathrm{E}\left(C_{n}\left(Y_{n}, \widehat{\theta}_{n-1}(\lambda)\right)-C_{n}\left(Y_{n}, \theta^{*}\right)=\frac{1}{2} r \lambda+O\left(\lambda^{3 / 2-c^{\prime \prime}}\right)+o(1),\right.
$$

with an arbitrary small $c^{\prime \prime}>0$.

The faster the forgetting is i.e. the closer $\lambda$ is to 1 , the more we loose in encoding performance.
Proof. Consider the second order Taylor-series expansion of the function $\log p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \widehat{\theta}_{n-1}\right)$ around $\theta^{*}$. To simplify the expressions we drop $\lambda$ from the arguments and use the notation $p_{n}(\theta)$ for the conditional probability $p\left(y_{n} \mid y_{n-1}, \ldots, y_{0}, \theta\right)$ expressing the dependence on the parameter $\theta$. We also use the score function defined above.

$$
\begin{gathered}
\log p_{n}\left(\widehat{\theta}_{n-1}\right)-\log p_{n}\left(\theta^{*}\right)=\varphi_{n}\left(\theta^{*}\right)\left(\widehat{\theta}_{n-1}-\theta^{*}\right)+ \\
\left(\widehat{\theta}_{n-1}-\theta^{*}\right)^{T}\left(\frac{\partial^{2}}{\partial \theta^{2}} \log p_{n}\right)\left(\theta^{*}\right)\left(\widehat{\theta}_{n-1}-\theta^{*}\right)+O_{M}\left(\lambda^{3 / 2}\right)+o_{M}(1)
\end{gathered}
$$

where term $o_{M}(1)$ is due to the nonstationary initial condition and we took into account that $\left(\widehat{\theta}_{n-1}-\theta^{*}\right)=O_{M}\left(\lambda^{1 / 2}\right)$.

Now consider the expectation of the above equality. Using that $\varphi_{n}\left(\theta^{*}\right)$ is a martingale difference, the expectation of the first term is 0 . In the second term write $\left(\frac{\partial^{2}}{\partial \theta^{2}} \log p_{n}\right)\left(\theta^{*}\right)$ as

$$
\left(\frac{1}{p_{n}}\left(\frac{\partial^{2} p_{n}}{\partial \theta^{2}}\right)\left(\theta^{*}\right)\right)-\left(\varphi_{n}\left(\theta^{*}\right)\right)^{T}\left(\varphi_{n}\left(\theta^{*}\right)\right) .
$$

The expectation of the first term is 0 , so

$$
\begin{gather*}
E\left(\log p_{n}\left(\widehat{\theta}_{n-1}\right)-\log p_{n}\left(\theta^{*}\right)\right)= \\
E\left(\left(\widehat{\theta}_{n-1}-\theta^{*}\right)^{T}\left(\varphi_{n}\left(\theta^{*}\right)\right)^{T}\left(\varphi_{n}\left(\theta^{*}\right)\right)\left(\widehat{\theta}_{n-1}-\theta^{*}\right)\right)+O\left(\lambda^{3 / 2}\right)+o(1) \tag{8.1}
\end{gather*}
$$

Noting that $\varphi_{n}\left(\theta^{*}\right)$ depends on the past weakly, while $\left(\widehat{\theta}_{n-1}-\theta^{*}\right)$ depends on the past strongly for small $\lambda$, we can use the following cutting argument. Choose a positive integer $d=-c \log \lambda$ and consider the following approximations:

$$
\varphi_{n}^{+}\left(\theta^{*}\right)=E\left(\varphi_{n}\left(\theta^{*}\right) \mid \mathcal{F}_{n-d}^{+}\right)
$$

and

$$
\widehat{\theta}_{n-1}^{-}-\theta^{*}=-I\left(\theta^{*}\right)^{-1} \sum_{i=1}^{n-d}(1-\lambda)^{n-i-1} \lambda \varphi_{i}\left(\theta^{*}\right)
$$

It is easy to see that

$$
\varphi_{n}^{+}\left(\theta^{*}\right)-\varphi_{n}\left(\theta^{*}\right)=O_{M}\left(\alpha^{d}\right)
$$

with some $0<\alpha<1$, thus

$$
\varphi_{n}^{+}\left(\theta^{*}\right)-\varphi_{n}\left(\theta^{*}\right)=O_{M}\left(\lambda^{c^{\prime}}\right)
$$

with some $c^{\prime}>0$ and

$$
\widehat{\theta}_{n-1}^{-}-\widehat{\theta}_{n-1}=O_{M}\left(\lambda^{1-c^{\prime \prime}}\right)
$$

for any $c^{\prime \prime}>0$ (see Theorem 7.0.12 and Theorem 2.3.6). Furthermore $\varphi_{n}^{+}\left(\theta^{*}\right)$ and $\widehat{\theta}_{n-1}^{-}-\theta^{*}$ are independent. Approximate (8.1) by

$$
E\left(\left(\widehat{\theta}_{n-1}^{-}-\theta^{*}\right)^{T}\left(\varphi_{n}^{+}\left(\theta^{*}\right)\right)^{T}\left(\varphi_{n}^{+}\left(\theta^{*}\right)\right)\left(\widehat{\theta}_{n-1}^{-}-\theta^{*}\right)\right)
$$

This can be written as

$$
\left.\operatorname{Tr}\left(E\left(\left(\widehat{\theta}_{n-1}^{-}-\theta^{*}\right)\left(\widehat{\theta}_{n-1}^{-}-\theta^{*}\right)^{T}\right) E\left(\varphi_{n}^{+}\left(\theta^{*}\right)\right)^{T}\left(\varphi_{n}^{+}\left(\theta^{*}\right)\right)\right)\right)
$$

The error of this approximation is $O\left(\lambda^{3 / 2-c^{\prime \prime}}\right)$, for sufficienlty large $c$.
Combining the above approximation with (7.6) we have

$$
E\left(\widehat{\theta}_{n-1}^{-}-\theta^{*}\right)\left(\widehat{\theta}_{n-1}^{-}-\theta^{*}\right)^{T}=\frac{\lambda}{2} I\left(\theta^{*}\right)^{-1}+O\left(\lambda^{3 / 2-c^{\prime \prime}}\right)+o(1) .
$$

Furthermore noting that

$$
E\left(\varphi_{n}\left(\theta^{*}\right)\right)^{T}\left(\varphi_{n}\left(\theta^{*}\right)\right)=I\left(\theta^{*}\right)+O\left(\alpha^{i}\right)
$$

we get

$$
E\left(\varphi_{n}^{+}\left(\theta^{*}\right)\right)^{T}\left(\varphi_{n}^{+}\left(\theta^{*}\right)\right)=I\left(\theta^{*}\right)+O\left(\alpha^{i}\right)+O\left(\lambda^{c^{\prime}}\right)
$$

Thus

$$
\mathrm{E}\left(C_{n}\left(y_{n}, \widehat{\theta}_{n-1}(\lambda)\right)-C_{n}\left(y_{n}, \theta^{*}\right)=\frac{1}{2} r \lambda+O\left(\lambda^{3 / 2-c^{\prime \prime}}\right)+o(1)\right.
$$

for all $c^{\prime \prime}>0$.
An easy consequence of Theorem 8.0.15 is the following.

Proposition 8.0.16 Consider two different forgetting factors $0<\lambda_{1}<$ $\lambda_{2}<1$. Then we have

$$
\mathrm{E}\left(C_{n}\left(y_{n}, \widehat{\theta}_{n-1}\left(\lambda_{1}\right)\right)-C_{n}\left(y_{n}, \widehat{\theta}_{n-1}\left(\lambda_{2}\right)\right)\right) \simeq \frac{1}{2} r\left(\lambda_{1}-\lambda_{2}\right)<0 .
$$

Theorem 8.0.15 has been useful in the design of a new model selection criterion. However, for a theoretical analysis of the new method it is not powerful enough. For this purpose we need a sample path characterization of the prediction error process. Let the cumulative error be

$$
S_{N}(\lambda)=\sum_{n=1}^{N}\left(C_{n}\left(y_{n}, \widehat{\theta}_{n-1}(\lambda)\right)-C_{n}\left(y_{n}, \theta^{*}\right)\right)
$$

Theorem 8.0.17 Under the conditions of Theorem 6.3.3 we have

$$
\limsup _{N \rightarrow \infty}\left|\frac{1}{N} S_{N}(\lambda)-\frac{\lambda}{2} r\right| \leq C \lambda^{3 / 2}
$$

Sketch of the proof: The proof of this theorem is based on the fact that under the conditions of the theorem the estimator error process $\widehat{\theta}_{n}-\theta^{*}$ has an $L$ mixing version ([25]). Then $C\left(y_{n}, \widehat{\theta}_{n}\right)$ and $C_{n}\left(y_{n}, \widehat{\theta}_{n-1}(\lambda)\right)-C_{n}\left(y_{n}, \theta^{*}\right)$ are also $L$-mixing. Using the law of large numbers for the latter process we get the statement.

We state a similar easy consequence as above.
Proposition 8.0.18 Let $0<\lambda_{1}<\lambda_{2}<1$ be two different forgetting factors. Then we have

$$
\limsup _{N \rightarrow \infty}\left|\frac{1}{N} S_{N}\left(\lambda_{1}\right)-\frac{1}{N} S_{N}\left(\lambda_{2}\right)-\frac{\lambda_{1}-\lambda_{2}}{2} r\right| \leq C \lambda_{2}^{3 / 2}
$$

Assume now that a jump in the parameter occurs at $\tau$ : the true value of $\theta$ is $\theta_{1}$ for $n \leq \tau$ and it is $\theta_{2}$ for $n \geq \tau+1$, i.e.

$$
\theta^{*}:=\left\{\begin{array}{lll}
\theta_{1}, & \text { if } & n \leq \tau \\
\theta_{2}, & \text { if } & n \geq \tau
\end{array}\right.
$$

Let $0<\lambda_{1}<\lambda_{2}<1$. Then from Proposition 8.0.18 we have for $N \leq \tau$

$$
S_{N}\left(\lambda_{1}\right)-S_{N}\left(\lambda_{2}\right) \approx \frac{\lambda_{1}-\lambda_{2}}{2} N r
$$

On the other hand at the time of change the performance of the estimator with faster forgetting, i.e. with $\lambda_{2}$ expected to be better. Hence, consider the following algorithm for detecting the change.

The algorithm: Let $d(N):=S_{N}\left(\lambda_{1}\right)-S_{N}\left(\lambda_{2}\right)$ and set

$$
d_{N}^{*}=\min _{n \leq N} d(n) .
$$

An alarm is generated if $d(N)-d_{N}^{*}>\epsilon$, where $\epsilon>0$ is a prescribed threshold value. This type of algorithm is called Hinkley detector in the literature, see [12].


Figure 8.1: We have generated a binary HMM. The change has occured at step 100.
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